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Examples

parameterize

represented as a vector of parameters

Optimize the efficiency of the train head

xi

test by simulation

f(xi)

time-consuming
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Examples

Sparse 
regression

observation variables predictor variable a subset of observation variables Hundreds of millions 
of instances

Influential users
Influence 

maximization

Computing the influence 
spread objective is #P-hard 

Computing the 𝑅2 objective 
is very expensive 

Estimated by the average of 
10,000 random diffusions

Very expensive 
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Surrogate models

Collect some data points to build a surrogate model

Use the surrogate to approximate the true fitness function

However, 

fitness

𝑥

true fitness 𝑓(𝑥)

surrogate  𝑓(𝑥)

𝑥

true fitness 𝑓(𝑥)

surrogate  𝑓(𝑥)
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How to use surrogates

We should use surrogate models carefully

Population Offspring solutions
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How to use surrogates

We should use surrogate models carefully

Population Offspring solutions

Evaluated by the true fitness function 

Too expensive
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How to use surrogates

We should use surrogate models carefully

Population Offspring solutions

Evaluated by the surrogate model

Too risky
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How to use surrogates

We should use surrogate models carefully

Population Offspring solutions

Evaluated by the surrogate model

Evaluated by the true fitness function 

Which solutions are      or     ?
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How to use surrogates

We should use surrogate models carefully

Population Offspring solutions

Random strategy

 Select some offspring solutions randomly to be evaluated 
using the true fitness function

 Evaluate the remaining ones using the surrogate model
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Surrogate models during evolution 

Initially collected 
data points

Surrogate model

train

update

updateTruly evaluated 
data points in 
each iteration

… Selection: To make the 
surrogate more accurate
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How to use surrogates

We should use surrogate models carefully

Population Offspring solutions

Best strategy

 Evaluate all 𝑁 offspring solutions using the surrogate model

 Re-evaluate the best 𝑁′ < 𝑁 offspring solutions using the 
true fitness function
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How to use surrogates

We should use surrogate models carefully

Population Offspring solutions

Clustering based strategy

 Group the offspring solutions into a number of clusters

 Select some representative solutions from each cluster to be evaluated 
using the true fitness function

 Evaluate the remaining ones using the surrogate model
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How to use surrogates

We should use surrogate models carefully

Population Offspring solutions

Uncertainty based strategy

 Select some “uncertain” offspring solutions to be evaluated 
using the true fitness function

 Evaluate the remaining ones using the surrogate model

𝛿𝑖 =  

𝑗=1

𝑚

‖𝑥𝑖 − 𝑥𝑗‖
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How to use surrogates

Population Offspring solutions

Next population

Offspring solutions evaluated 
by the surrogate model

Offspring solutions evaluated 
by the true fitness function 

Parent solutions evaluated by 
the surrogate or true fitness
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Preselection strategy

How to use surrogates

Population 𝑁 offspring solutions

Evaluate using 
the surrogate 

model

Re-evaluate 
using the true 

fitness function

Select the best 𝑁′ ones

Next 
population



http://www.lamda.nju.edu.cn/qianc/

An example of preselection-based EA 

Initialization

Use the surrogate to select 
the best offspring solution

Train and update the 
surrogate model

Genenerate 𝑀 offspring solutions 
for each parent solution

Re-evaluate the best offspring

Replace the parent if the 
offspring is better

[Hao et al., TEvC’20]
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What surrogate models can we use?

Surrogate model

train

Truly evaluated data points

Any machine learning 
model which can be used 

for regression

fitness

𝑥

true fitness 𝑓(𝑥)

surrogate  𝑓(𝑥)

SVM

Gaussian Process

Decision Tree

Neural Network

Random Forest

AdaBoost

……
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How to use surrogates - Preselection

Population 𝑁 offspring solutions

Evaluate using 
the surrogate 

model

Re-evaluate 
using the true 

fitness function

Select the best 𝑁′ ones

Next 
population
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Binary classification based preselection 

Surrogate model:

Predict whether a 
solution is good or bad

How to get the training data?

1 0 1 1 1 1

0 0 0 0 1 1

1 0 1 1 1 0

...

0 1 1 1 1 0

0 0 1 0 0 1

true 
fitness

23

21

18

24

20

1 0 1 1 1 0

0 0 1 0 0 1

1 0 1 1 1 1

...
...

good

good

good

bad

bad



http://www.lamda.nju.edu.cn/qianc/

Binary classification based preselection 

An example from Aiming Zhou’s talk



http://www.lamda.nju.edu.cn/qianc/

Surrogate model:

Predict the probability 
of a solution being 
good

How to get the training data?

1 0 1 1 1 1

0 0 0 0 1 1

1 0 1 1 1 0

...

0 1 1 1 1 0

0 0 1 0 0 1

true 
fitness

23

21

18

24

20

1 0 1 1 1 0

0 0 1 0 0 1

1 0 1 1 1 1

...
...

good

good

good

bad

bad

Fuzzy classification based preselection 
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Fuzzy classification based preselection 

An example

[Zhou et al., AAAI’19]
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Binary relation classification based preselection 

Surrogate model:

Predict whether a 
solution is better than 
another one

How to get the training data?

1 0 1 1 1 1

0 0 0 0 1 1

1 0 1 1 1 0

...

0 1 1 1 1 0

0 0 1 0 0 1

true 
fitness

23

21

18

24

20

1 0 1 1 1 0

0 0 1 0 0 1

1 0 1 1 1 1

...
...

good

bad
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[Hao et al., TEvC’20]An example

Binary relation classification based preselection 
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Advantage of surrogate models

A variant of EASurrogate-assisted EA

Better/Worse/Similar, compared with CoDE

Using surrogate models 
can improve the 

performance of EAs

[Hao et al., ICIC’18]
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Bayesian Optimization

regards the 𝑓 value at each data point 
as a random variable, and assumes 
satisfying a joint Gaussian distribution

Surrogate model: Gaussian process

arg max𝒔 𝑓(𝒔)

Solid line: surrogate

Dotted line: true fitness
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Bayesian Optimization

Typical acquisition functions

𝑃𝐼 𝑥 = 𝑃 𝑓 𝑥 ≥ 𝑓 𝑥+

= 𝑃
𝑓 𝑥 − 𝑢 𝑥

𝜎 𝑥
≥

𝑓 𝑥+ − 𝑢 𝑥

𝜎 𝑥

= 1 − 𝛷
𝑓 𝑥+ − 𝑢 𝑥

𝜎 𝑥

= 𝛷
𝑢 𝑥 − 𝑓 +ݔ

𝜎 𝑥

PI: prob. of a new 𝑥 better than the best 𝑥+ genereated-so-far

𝛷: cumulative distribution 
function of standard 

Gaussian distribution 
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Bayesian Optimization

Typical acquisition functions

EI: expectation of improvement, i.e., max{0,𝑓 𝑥 − 𝑓(𝑥+)}

?

𝛷: cumulative distribution function of 
standard Gaussian distribution

𝜑: probability density function of 
standard Gaussian distribution 

𝐸𝐼 𝑥 =  
𝜇 𝑥 − 𝑓 𝑥+ 𝛷 𝑍 + 𝜎 𝑥 𝜑 𝑍 if 𝜎 𝑥 > 0

max{0, 𝜇 𝑥 − 𝑓 𝑥+ } if 𝜎 𝑥 = 0

𝑍 =
𝜇 𝑥 − 𝑓 𝑥+

𝜎 𝑥
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Bayesian Optimization

Derivation of EI: Since 𝑓 𝑥 ~𝑁 𝜇 𝑥 , 𝜎 𝑥 2 , for 𝜎 𝑥 > 0,

𝐸𝐼 𝑥 = 𝐸 max{0,𝑓 𝑥 − 𝑓(𝑥+)}

=  
𝑓(𝑥+)

+∞

𝑓 𝑥 − 𝑓 𝑥+
1

2𝜋𝜎 𝑥
exp −

𝑓 𝑥 − 𝜇 𝑥
2

2𝜎 𝑥 2
𝑑𝑓 𝑥

=  
𝑓 𝑥+ −𝜇 𝑥

𝜎(𝑥)

+∞

𝜎 𝑥 𝑌 + 𝜇 𝑥 − 𝑓 𝑥+
1

2𝜋
exp −

𝑌2

2
𝑑𝑌 (𝐿𝑒𝑡 𝑌 =

𝑓 𝑥 − 𝜇 𝑥

𝜎 𝑥
)

= 𝜇 𝑥 − 𝑓 𝑥+ 𝛷 𝑍 −  𝑓 𝑥+ −𝜇 𝑥

𝜎(𝑥)

+∞
𝜎 𝑥

1

2𝜋
𝑑 exp −

𝑌2

2
(𝐿𝑒𝑡 𝑍 =

𝜇 𝑥 −𝑓 𝑥+

𝜎 𝑥
)

= 𝜇 𝑥 − 𝑓 𝑥+ 𝛷 𝑍 -(𝜎 𝑥
1

2𝜋
exp −

𝑌2

2
)|𝑓 𝑥+ −𝜇 𝑥

𝜎(𝑥)

+∞

= 𝜇 𝑥 − 𝑓 𝑥+ 𝛷 𝑍 +𝜎 𝑥 𝜑(𝑍)
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Bayesian Optimization

Derivation of EI:

𝑓 𝑥 = 𝜇 𝑥 , 𝑎𝑙𝑚𝑜𝑠𝑡 𝑠𝑢𝑟𝑒𝑙𝑦,

𝛷: cumulative distribution function of 
standard Gaussian distribution

𝜑: probability density function of 
standard Gaussian distribution 

𝐸𝐼 𝑥 =  
𝜇 𝑥 − 𝑓 𝑥+ 𝛷 𝑍 + 𝜎 𝑥 𝜑 𝑍 if 𝜎 𝑥 > 0

max{0, 𝜇 𝑥 − 𝑓 𝑥+ } if 𝜎 𝑥 = 0

𝑍 =
𝜇 𝑥 − 𝑓 𝑥+

𝜎 𝑥

Since 𝑓 𝑥 ~𝑁 𝜇 𝑥 , 𝜎 𝑥 2 , for 𝜎 𝑥 = 0,

𝐸𝐼 𝑥 = max{0, 𝜇 𝑥 − 𝑓 𝑥+ }
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Bayesian Optimization

Typical acquisition functions

UCB: weighted sum of posterior mean and variance

𝑈𝐶𝐵 𝑥 = 𝜇 𝑥 + 𝜅 ⋅ 𝜎 𝑥

Exploitation Exploration



http://www.lamda.nju.edu.cn/qianc/

Summary

• How to use surrogate models

– Random strategy

– Best strategy

– Clustering based strategy

– Uncertainty based strategy

– Preselection

• Bayesian optimization
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