Last class

 Poisson process

* Properties of Poisson process

* Nonhomogeneous Poisson process
* Compound Poisson process

 Conditional Poisson process

References: Chapter 2, Stochastic Processes, 2nd
edition, 1995, by Sheldon M. Ross
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Poisson process

A stochastic process {N(t),t = 0} is said to be a counting

process if N(t) represents the total number of 'events' that
have occurred up to time t.

Definition 3 [from Lecture 2]: The counting process {N(t),t =
0} is said to be a Poisson process having rate 4, 1 > 0, it

 Interarrival times X,,,n = 1,2, ... are independent identically
distributed exponential random variables having mean 1/1
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Renewal process

Definition 1: The counting process {N(t),t = 0} is said to be a
renewal process, if

* Interarrival times X,,,n = 1,2, ... are independent identically

distributed non-negative random variables with a common
distribution F, where F(0) = P(X,, = 0) < 1.

Events -« » Renewals

S, = X; + X, + -+ X,;: the time of the nth event/renewal

Sn ~ By S, <t - - Nt)=n

u=E[X;] = |, xdF(x): the expectation of X;
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Renewal process

P(N(t) =n)?
Solution:

P(N(t)=n)=P(N(t) =2n)—P(N(t) =n+1)
=P(S, <t)—P(Sp41 < t)
= Fu(t) = Frya (8
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Renewal process

N(o0) = th_>r£10 N(t)? = oo with prob. 1
Solution:

P(N () < o) = P(X,, = oo for some n)

http://www.lamda.nju.edu.cn/qgianc/



Renewal process

_N(t) 1.
lim ? - =with prob. 1
tooo 2
Solution:

Sni) =t <Snywy+1

|

SN(®) <t SN(t)+1
N(t) — N(t) N(t) N(t) - o0 ast — oo, then apply
_» Strong Law of Large Numbers

SN(t) _ X1+X2+°"+XN(t) 5 M
N(t) N(t)

SN()+1 __ SN(t)+1 . N(t)+1
N(t) N()+1 N(t)

-
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Renewal process

Example: A container contains an infinite collection of coins. Each coin
has its own probability of landing heads, and these probabilities are
Independently uniformly distributed over (0, 1). Suppose we are to flip
coins sequentially, at any time either flipping a new coin or one that had
previously been used. If our objective Is to maximize the long-run
proportion of flips that lands on heads, how should we proceed?

Solution:  N(t): the number of tails in the first t flips

The objective: lim 1 — N 1

t—>oo t
The strategy: chooses a coin and continues to flip it until coming

up tails; discards this coin and repeats this process
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Renewal process

Solution:  N(t): the number of tails in the first ¢ flips

The objective: lim _ M) 1

t—oo t
The strategy: chooses a coin and continues to flip it until coming

up tails; discards this coin and repeats this process

The time intervals between two tails are iid random variables, thus
{N(t),t = 0} is a renewal process

N(@E) 1 1 1]

Th h li == wh = dp =
en we have lim == =~ where y Js —,dp =

N() _ 1 T mean of geometric
Thus, 1 — L!Lrglo =1- e 1 distribution with

parameter 1 —p
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Elementary renewal theorem

Renewal function: m(t) = E[N(t)] 2 - (t)

Proof:

Way LI N(6) = Y2, L., I, = 1 ifthe n—th renewal occures in [0, t]
0 otherwise

EINOI] =EXn=1ln]l = 20=1EIn] = 2721 P U = 1)
=Xn=1P(Sn =t) = 2Xp=1 F (D)

Way 2: P(N(t) =2n) =P(S,, <t) =E(t)

EIN(®)] = Zp=1n P(N(t) =n) = Xpn=1 P(N(t) 2 1) = Lpzq By (0)
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Elementary renewal theorem

Renewal function: m(t) = E[N(t)] < o forall0 <t < o

Proof:
PX,=0<1=>3a>0,s.t. PX,=a)>0
Define a related process:

¥ = 0 ifXy,<a

" la fX,=a«a

Let N(t) = sup{n: X;+...+X, < t}, X, < X, = N(t) = N(t) = E[N@®)] = m(t)
For the related process, renewals can only take place attime t = na,n = 0,1,2, ...
For n = 1, the number of renewals at time na are independent geometric random
variables with mean 1/P(X,, = a); #{renewals at time 0}+1 is a geometric random

variables with mean1/P(X,, = a)

— _ it 1 1 . t/a+1
E[N(t)] - laJ P(Xp2a) T P(Xp2a) = P(Xn2a)
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Elementary renewal theorem

Elementary Renewal Theorem:

m(t) 1
> — aS t — oo o
t 2 Trivial?
. N(t 1 . .
lim NG L1 with probability 1
tooo L U

Note that the result does hold for a general random variable:

Let U be a random variable that is uniformly distributed on (0,1).
Define Y,,,n > 1, by ,
y [0 ifU>1/n
" ln fU<1/n
Then, we have Y,, - 0 asn - oo, but E[Y,,] =nP(U <1/n) =1
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Elementary renewal theorem

Stopping time: An integer-valued random variable N is said to be a
stopping time for the sequence of independent random variables
X1, X5, ..., Iftheevent {N = n}is independent of X, .1, X;, 42, --.
foralln = 1,2, ..

Example: Let X,,,n = 1,2, ..., be independent and such that

1
P(Xp =0)=P(X,=1) ==, n=12,..

Then, N = min{n | X; + --- + X,, = 10} is a stopping time
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Elementary renewal theorem

Stopping time: An integer-valued random variable N is said to be a
stopping time for the sequence of independent random variables
X1, X5, ..., Iftheevent {N = n}is independent of X, .1, X;, 42, --.
foralln = 1,2, ..

Example: Let X,,,n = 1,2, ..., be independent and such that

1
P(Xp=-1 =P, =1 =, n=12,..

Then, N = min{n | X; + --- 4+ X,, = 1} Is a stopping time
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Elementary renewal theorem

Wald's Equation: If X;, X, ... are 1id random variables having
finite expectations, and if N is a stopping time for X;, X, ... such

that E[N] < oo, then

N
E|l) x,|=E[NE[X]

Proof: Let L, = {(1) gx i Z , then ZTI\zI:an = Yin=1Xnln
I, = 1 & we have not stopped after X4, ..., X;,_1, thus

I, is determined by X4, ..., X,,_1 and independent of X,
4
E[X0=1Xn] = E[X5o1 Xnln] = X501 E[Xnln] = X5, E[XA]E[1)

= E[X] Xn=1 P(N 2 n) = E[X]E[N]
Next, we will give some applications of Wald’s equation
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Elementary renewal theorem

Example: Let X,,,n = 1,2, ..., be Independent and such that

1
PX,=0)=PX,=1) = = n=1,2..
Then, N = min{n | X; + --- + X,, = 10} is a stopping time

E[N]=? 20

N
Wald's Equation: E ZXn = E[N]E[X]
n=1

! 1/2

must be 10
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Elementary renewal theorem

Example: Let X,,,n = 1,2, ..., be independent and such that

1
P(X, =-1)=PX,=1) == n=1.2,..

2)

Then, N = min{n | X; + -+ X,, = 1} Is a stopping time

E[N] =? 00

Wald's Equation: E

Y
2%
_n=1 -

= E[N]E[X]

Note that N is finite with probability 1
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Elementary renewal theorem

Let X;, X5, ... denote the interarrival times of a renewal process

Corollary: If u = E|X;] < o, then

E|Sny+1] = nm(t) + 1)

Proof:

To show that N(t) + 1 is a stopping time for the sequence of X;

Wald's Equation: E

n

[ N

Xn
=1

E[N]E[X]
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Elementary renewal theorem

Let X;, X5, ... denote the interarrival times of a renewal process
Corollary: If u = E|X;] < o, then

E|Sny+1] = nm(t) + 1)

Proof:

To show that N(t) + 1 is a stopping time for the sequence of X;
Nt)+1l=ne Nt)=n-1

SX i+ +X, 1<t X;+-+X,>t
{N(t) + 1 = n}isindependent of X, 1, X4, ...

—> N(t) + 1 is a stopping time for the sequence of X;
Now, we can prove the elementary renewal theorem
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Elementary renewal theorem

Elementary Renewal Theorem:

mit) > i as t — oo
Proof:
m(t 1
(1) u<oo lim inf ()2—
t—>oo t ‘u

Sniy+1 >t = um(@)+1) >t

" use the corollary on the previous page

m(t) 1

——> lim inf > —

t—oo t U
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Elementary renewal theorem

m(t _ m(t) 1

(1) u<oo lim inf ()>— lim sup < —
t—>oo t U £—00 t u

Fix a constant M, define a new renewal process ¥ — {Xn ifX, <M
"M ifX,>M

Then, we have X, < X,, = N(t) = N(t) = m(t) = m(t)
use the corollary on the previous page

Sver St+M = (m(t) +1) - uy < t+ M, where uy = E[X,]
= m(®)+1 < LIREN lim sup m(t) < LN lim sup m(t) < !
t+M UM tsoo L UM tsoo C Um

LetM—>oo=>,uM—>,u,sohmsupL)<—

t— oo U
(2) =00
limsupm(t)g - ,IetM—>oo:>,uMﬁu,solimsupﬂslzo
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Elementary renewal theorem

As t — oo, we have shown that
v N(t) = oo with prob. 1 sy m@®) _EN®] 1

t t "
v N@®) N(t)
t

ey ~ with prob. 1

Theorem: Let u and o2, assumed finite, represent the mean and
variance of an interarrival time. Then, as t — oo,
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Elementary renewal theorem

Theorem: Let u and o2, assumed finite, represent the mean and
variance of an interarrival time. Then, as t — oo,

N(t) —t 1 (7Y
P () /1u'<y _)_f e_xZ/de
o\ t/u3 V2 ) o
Proof. Letr; =t/u+ yot/u3
P (M < y) =P(N(t) <1y) = P(S,, > t)

ayt/u3

[ _ 13
_ Sry—TM _ t-rip\ Srq—T1l _ Yo 2)
_P(am>am)_P ” y(“ ) ,

-
-
-
-
-
-
-
-
-
-
-
-
-

Sr

1

=X;+ -+ X, > 0ast — oo, then apply
Srq—T1l N N(O,l)

O+/T1

— —yast —> oo

Central Limit Theorem, we have
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Key renewal theorem

Lattice: A nonnegative random variable X~F Is said to be lattice
If there exists d = 0 such that )., P(X = nd) = 1. The largest
d having this property is said to be the period of X.

Blackwell's Theorem:

o |If Fisnot lattice, then foralla = 0

a
m(t+a)—m(t)—>ﬁ ast — oo

« |If F is lattice with period d, then

d
E[#renewals atnd] — — asn — oo

u
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Key renewal theorem

Directly Riemann Integrable: Let h be a function defined on [0, co].
Forany a > 0, let m,(a) and m, (a) be the supremum and infinum
of h(t) over the interval (n — 1)a <t < na. That is,

m,(a) =sup{h(t) | (n—1)a <t < na}

my,(a) =inf{h(t) | (n — 1)a <t < na}

We say that h is directly Riemann integrahle if }.>°_, m,,(a) and
Y1 my,(a) are finite for all a > 0 and

co (0.0)
lim a E m,(a) =lima my,(a)
a-0 n=1 a-0 n=1
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Key renewal theorem

A sufficient condition for h to be directly Riemann integrable:

e h(t)=0forallt=0 * h(t) is non-increasing

- [, h(®)dt < o

Key Renewal Theorem:

If F is not lattice, and if h(t) is directly Riemann integrable, then

t

t 1
f h(t — x)dm(x) = —f h(t)dt ast — oo
0 HJo
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Key renewal theorem

Blackwell's Theorem:

e |f F i1s not lattice, then forall a > 0
a

@ m(t+a)—m(t)—>ﬁ ast — oo

Key Renewal Theorem:
If F is not lattice, and if h(t) is directly Riemann integrable, then

j h(t — x)dm(x) = 1] h(t)dt ast — o
0 HJo

Blackwell = Key: lim )= mE — L o i Jjm 2RO 1 o iy

1 dm(t) 1
t—oo a u a—~0t—oo a u t—ooo dt u

Key = Blackwell: let h(x) = 1jg ) (),
then [ ; h(t — x)dm(x) = [ g 1e—aq ()dm(x) = m(t) —m(t — a)
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Alternating renewal process

Consider a system that can be in one of two states: on or off
X, =Z4,+Y,

on off on off on off
< Z1—><— Y1—><—Z29<(’Y2_>6239<_ Y3 —>

\ 4

N

N
\ 4

< X2 >

X3—

X1

{(Z,,Y,),n=1}arelid, but Z,, and Y,, can be dependent

Z, ~H Y, ~G X,=2Z,+Y, ~F
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Alternating renewal process

Theorem: If E[Z,, + Y,,] < oo and F is nonlattice, then

E|Z,]
ElZn] + E[Yy]

L}im P(t) = P(systemison attimet) =
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Alternating renewal process

Lemma: fort >s >0

P(Su <5) = F©) + | Ft=y)dm®)
0

Proof: "
« law of total probability ~ , g <5 S <¢8,,, >t

& S, <s,N(t)=n

PR
-
-
-
-
-

P(SN(t) = S) = 2in=0P (Sp <8,5p41 > 1)

LSO F@) + I [P (S S 5,S041 > £ 1Sy = y)dE,(7)
= F(t) + Xpoq [, F (6 —¥) dE, (%)
=FO) + [, Ft—y)d(Zp-1F )
=F(0) + [, F (t = y)dm(y)
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Alternating renewal process

Lemma: fort >s >0

P(Su <5) = F©) + | Ft=y)dm®)
0
¢ P(SN(t) — 0) — F(t)

Remark: { _
. dFSN(t) (s)=F(t—s)dm(s) for0<s< o

Intuitive explanation for remark 2:
dm(s) = Yp1fn(s8)ds =X, P (nth renewal occurs in (s, s + ds))
= P(renewal occurs in (s, s + ds))
dFSN(t) (s) = fSN(t) (s)ds = P(renewal in (s,s + ds), next interval > t — s)
= F(t —s) - P(renewal in (s, s + ds)) = F(t — s)dm(s)
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Alternating renewal process

Theorem: If E[Z,, + Y,,] < oo and F is nonlattice, then

E|Zy]
ElZ,] + E[Yx]
Proof: P(t) = P(system isonattime t | Sy = O) P(SN(t) = 0)

L}im P(t) = P(systemison attimet) =

A
+ fooo P(system is on at time ¢ | Sn@) = S) dFsy ., (S)
=
_ 0
A_P(Z>t|Z+Y>t)—F(t)
B B _ __ H(t-s)
*=P(Z>t—s|Z+Y >t S)_F(t—s)

__H® _ oo H(t—S5)
— P(t) = %P(SN@ =0)+ [ = o WFsy iy (8)

= H(t) + fooo H(t — 5) dm(s)
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Alternating renewal process

Key Renewal Theorem:
If F 1s not lattice, and if A(t) Is directly Riemann integrable, then

J h(t — x)dm(x) = 1] h(t)dt ast — o
0 HJo

00]

P(t) = H(t) + j H(t — s)dm(s)
0
~~~~~~~~~~~~~~~~~ . lim P(©)

° 7 > > - ,/‘ —® 00 —
H(t)=0forallt =0 o =1f H(t)dt
. . . H(t) is directly u-o

« H(t)isnon-increasing .. . ) E[Zy]

~. | Riemann integrable =
y E[Zn]+E[Yy]

) fo H(t)dt = E[Zp] <o =} H(t) > 0ast— 0
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Alternating renewal process

Example: Consider a renewal process,

A(t) =t—S N(t)- time from ¢ since the last renewal, called “age” at ¢

Y(t) = Sn)+1 — t: time from ¢ until the next renewal,
called “residual life” at ¢

A(t) Y(t)
i < 9 | | L
l}l_)r?O P(A(t) — x)' SN(t) t SN(t)+1
Consider an alternating renewal process: {On it A1) S x
| E[Z] off otherwise
lmP(A(t) = x) e * X
= E[min(X,x) ]/E[X]
= f(,)c P (min(X,x) > y)d y/E[X] lim P(Y(t) < x)?
= [, P(X >y)dy/E[X] t—>o0 .
= [*F()dy/u Leave as the exercise
0
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Alternating renewal process

Example: Suppose that customers arrive at a store, which sells a single
type of commodity, in accordance with a renewal process having nonlattice
Interarrival distribution F. The amounts desired by the customers are
assumed to be independent with a common distribution .

The store uses the following (s, S) ordering policy: if the inventory level
after serving a customer is below s, then an order is instantaneously placed
to bring it up to S; otherwise no order is placed.

Let X (t) denote the inventory level at time ¢, and suppose X(0) = S

L]im P(X(t) = x)?

cycle
|

[ |

on ifX(t)=>x Con ,

off otherwise S X

Consider an alternating renewal process: { >
resetto S
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Alternating renewal process

Let X (t) denote the inventory level at time ¢, and suppose X(0) = S

lim P(X(t) > x)7 __________ . E[ amount of time the inventory > x in a cycle |
- E[ time of a cycle ]

LetY;, X;,i = 1, denote the demand and interarrival time of the i-th customer,
and N, = min{n:Y; +---+Y, >S5 —x}

Then, amount of “on” time in cycle = Z . Xi, time of a cycle = Z . X, thus

B x] ey mosmn T M = Zina Gn (O

limP(X(t) = x) = =
tg?o X(t) 2 x) = E[ZNS Xl E[Ns] % mg(S—s)+1
' N, — 1 can be interpreted as the

X; is independent of N,, NS _
number of renewals by time S — x

Finally, we have limP(X(t) = x) = mg(S—x)+1

, S<x<S§
t—oo mg(S—s)+1
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Delayed renewal process

Definition: Let {X,,,n = 1,2, ...} be a sequence of independent
nonnegative random variables with X; having distribution ¢, and
X, having distribution F,n > 1.LetS; =0,S, =X X, n =
1, and define

Np(t) = sup{n: S,, < t}

{Np(t),t = 0} is called a delayed renewal process

When G = F, {Np(t),t = 0} is an ordinary renewal process

P(Np(t) =n) = P(Np(t) =n) — P(Np(t) =2n+1)
— P(Sn < t) — P(Sn+1 < t): G * Fn—l(t) — G x Fn(t)

mp(t) = E[Np()] = Xn=1 P(Np(t) = n)
= D=1 P(Sn S t) = X021 G * Fy_1(t)
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Delayed renewal process

Properties of delayed renewal process: U= j xdF (x)
0
With probability 1, NDLf” R i as t — oo
th(t) 51 asto o Elementary Renewal Theorem
u

If F is not lattice, then mp(t +a) —mp(t) > a/u ast —» o

If F and G are lattice with period d, then Blackwell's Theorem

E[#renewalsatnd] - d/u asn - o
If F is not lattice, u < oo and h(t) is directly Riemann integrable,

(0] 1 (0/0)
j h(t — x)dmp(x) = ; f h(t)dt Key Renewal Theorem
0 0
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Delayed renewal process

Example: Suppose that a sequence of iid discrete random variables
X1, X5, ... 1S observed, and suppose that we keep track of the number
of times that a given subsequence of outcomes, or pattern, occurs.

Suppose the pattern is x4, x», ..., x; and say that it occurs at time n
|f XTL — xk,Xn_l — xk_l, ---'Xn—k+1 — xl.

Sequence: (1,0,1,0,1,0,1,1,1,0,1,0,1, ...)

Pattern 0,1,0,1 appears at time 5, 7, 13

If we let N(t) denote the number of times the pattern occurs by time ¢,
then {N(t),t = 1} is a delayed renewal process
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Delayed renewal process

N, : time until pattern A occurs for the first time

N4 - additional time needed for pattern A to appear starting
with pattern B

P (A before B): probability that pattern A occurs before pattern B

How to analyze them?

As G and F are lattice with period d = 1, by Blackwell's theorem

1
— = lim E[#patterns atn]

U Nn—oo k
= lim P(pattern occurs attimen) = 1_[ P(X = x;)
n—oo
i=1

http://www.lamda.nju.edu.cn/qgianc/



Delayed renewal process

k
Expected time between patterns: y =1/ 1_[ P(X = x;)
i=1

Case: each random variable is 1 with prob. p and 0 with prob. g

How to calculate N,?

 |f the occurrence of a pattern does not influence the next
occurrence of the pattern, then

k
BN = 1/] [ Pox =)
=1

e.g., E[No1] = 1/pq
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Delayed renewal process

k
Expected time between patterns: y =1/ 1_[ P(X = x;)
i=1

Case: each random variable is 1 with prob. p and 0 with prob. g

How to calculate N,?

« |If the occurrence of a pattern will influence the next occurrence
of the pattern, then

E[Np101] = E[1\/0101 | 01]+E[N01]
1 1
p?q* = pq
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Delayed renewal process

k
Expected time between patterns: y =1/ 1_[ P(X = x;)
i=1

Case: each random variable is 1 with prob. p and 0 with prob. g

How to calculate N,?

« |If the occurrence of a pattern will influence the next occurrence
of the pattern, then

E[Nip11011] = E[N1011011 | 1011] + E[Nyo11]
1
542 + E[N1011 | 1] + E[N]
1 1 1
>q* T p3q T p

Cp

p
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Delayed renewal process

k
Expected time between patterns: y =1/ 1_[ P(X = x;)
i=1

Case: each random variable is 1 with prob. p and 0 with prob. g

How to calculate N,?

« |If the occurrence of a pattern will influence the next occurrence
of the pattern, then

E [N11---1]
\_Y_)
k consecutive 1s

Leave as the exercise
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Delayed renewal process

k
Expected time between patterns: u =1/ 1_[ P(X = x;)
i=1
How to calculate P (A before B)?

Use the relationship between E[N,], E[Ng] and P(A before B)
Let M = min{N,4, Ng}

E[N,] = E[M] + E[N, — M]

= E[M] + E[N, — M | B before A](1 — P(A before B))
= E[M] + E|Ny5|(1 — P(A before B)) ™

E[Ng] = E[M] + E|Np 4| P(4 before B)
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Delayed renewal process

k
Expected time between patterns: y =1/ 1_[ P(X = x;)

=1
How to calculate P (A before B)?

E[Ng] + E|Ngg| — E[N,]

P(A before B) =
( ) E[NB|A] + E[Ny5]

Case: each random variable is 1 with prob. p and 0 with prob. g
A=1010 B =0100
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Delayed renewal process

E[Ng] + E[Nys| — E[N,]

P(A before B) =
( ) E[NB|A] + E[Nyp]

A=1010 B =0100

Leave as the exercise
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Renewal reward process

Definition: Consider a renewal process {N(t),t = 0} having
Interarrival times X,,, n = 1 with distribution F, and suppose that
each time a renewal occurs we receive a reward. \We denote by
R,, the reward earned at the time of the nth renewal. Assume that

the R,,n = 1are iid.
N(t)

R(t) = Z R,
n=1

{R(t),t = 0} is called a renewal reward process

Note that {(X,,, R,;),n = 1} are Iid, but R,, may depend on X,,
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Renewal reward process

Theorem: If E[R] < o0 and E[X] < oo, then

- With probability 1, Rff) R ?R] as t — oo

. E[R®] __ EIR]

— — ast — o
t E[X]
Proof: O D
R(t) _ Zn:]_ RTl _ Zn:l RTl . N(t)
t t N(t) t
tlim N(t) = oo with prob. 1
L ON@® _ 1
tl_)rglo T I with prob. 1
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Renewal reward process

Theorem: If E[R] < o0 and E[X] < oo, then

- With probability 1, Rgf) R ig‘g as t — oo
. ERQI [ ERI

t E[X]
Proof:

N(t)+1

.
EROI=E | Y Rl =E| ). Ra| = ERyosi]
n=1 | n=1

N(t) + 1: a stopping time for the sequence of X;, and thus a
stopping time for the sequence of R;

By Wald’s equation = (m(t) + 1)E[R] — E[Rn(t)+1]
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Renewal reward process

E[R(®)] |(m(t) + DE[R]| E|Ry(t)+1]

t t t
t— % elementary renewal theorem
E[R]/E[X]

E|Ry(e)+1] R

We only need to show that lim 0

t—o o0

g(@®) = E[Rywys1] ,

= E[Ryny+1|Snee = O]F() + f E|Rn(ey+11Snee = s F(t — s)dm(s)
0

P(SN(t) — 0) — F(t)

Remark: { . _
. dFSN(t)(S) =F(t—s)dm(s) for0<s < oo
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Renewal reward process

g(t) = E[RN(t)+1]
t

= E[Rny+1|Snee = O]F() + j E|Rny+1ISn(e = s| F(t — s)dm(s)
0

= E[R|X > t]F(t) +th[R|X >t —s] F(t —s)dm(s)

0
t

= h(t) + jo h(t —s) dm(s) Let h(t) = E[R|X > t]F(¢t)

co

h(t) = JOOE[R|X = x]dF (x) < E[|R|] = f E[IR| | X = x] dF (x) < o
t 0

h(t) > 0ast —» oo, thus, Ve > 0,3T > 0,such that vVt > T, |h(t)| < €
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Renewal reward process

t
g(t) =h(t) + j h(t —s)dm(s)
0

|h(t)| t—T |h(t— t h(t—
|g(tt)| < (tt) +f0 | (t S)ldm(s) + f t_T| (t S)ldm(s)

= E’"f‘” +E[|R|

] m(t)-m(t—-T)

A

£ E[IR|]] T
_)O+E[X]+ t E[X] (ast = c0)

&

 E[X]

) 1
Elementary renewal theorem: @ > a8 oo
a

Blackwell's Theorem: m(t+a) —m(t) > — ast — o
u

http://www.lamda.nju.edu.cn/qgianc/



Renewal reward process

We have assumed that the reward R,, Is earned all at once at
the end of the renewal cycle

Theorem: If E[R] < o0 and E[X] < oo, then

+ With probability 1, X% L ERl oot 5
t E[X]
. EROI JERL

t E[X]

If the reward R,, Is earned gradually during the renewal cycle, the
above theorem still holds

N(t N
Snei Rn _ R _ Enci Ra + Ry
t -t t
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Renewal reward process

Example: Suppose that travelers arrive at a train depot in accordance with
a renewal process having a mean interarrival time u. Whenever there are N

travelers waiting in the depot, a train leaves.

If the depot incurs a cost at the rate of nc dollars per unit time whenever
there are n travelers waiting and an additional cost of K each time a train is
dispatched, what is the average cost per unit time incurred by the depot?

A cycle is completed jl> A renewal reward process

Solution: !
whenever a train leaves

E[cost of a cycle]
E[length of a cycle]

Average cost per unit time =
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Renewal reward process

E[cost of a cycle]
E[length of a cycle]

Average cost per unit time =

E[length of cycle] = Nu

Let X,, denote the time between the n-th and (n + 1)-th arrival in a cycle, then
E[costofacycle] = E[cX; + 2cX, + -+ (N — 1DcXy_1] + K
cuN(N-1)

=24 K
2

Thus, the average cost is

c(N-1) . K
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Renewal reward process

Example: Suppose that customers arrive at a single-server service station
In accordance with a nonlattice renewal process. Upon arrival, a customer Is
Immediately served if the server is idle, and he or she waits in line if the

server Is busy. The service times of customers are assumed to be iid, and are
also assumed independent of the arrival stream.

X;: Interarrival time Y;: Service time Assume E[Y;] < E|X;] < o

Suppose that the first customer arrives at time 0 and let n(t) denote the
number of customers in the system at time t

.1t .
L=1lim-=| o (s) ds: long-run average #customers in the system

t—ooo t
_ cycle
n(s): the rate of a reward earned at time s { A ‘
_ e[ reward during acycle] E |/ 0 n(s)ds| | | ! ,
- ] _ 1st 2nd N + 1)th customer
E[ ime of a Cyde ] E[T] customer customer 7 fir(1ds the)system empty
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Renewal reward process

Example: Suppose that customers arrive at a single-server service station
In accordance with a nonlattice renewal process. Upon arrival, a customer Is
Immediately served if the server is idle, and he or she waits in line if the
server Is busy. The service times of customers are assumed to be iid, and are
also assumed independent of the arrival stream.

X;: Interarrival time Y;: Service time Assume E[Y;] < E|X;] < o

let W; denote the amount of time the ith customer spends in the system

. Wyt Wy . .
W = lim . long-run average time a customer spends in

n—-0oo n
the system
. cycle
W;: the reward earned at day i { A ‘
d duri le] E[Zis,Wi ! ! ! .
W = El I‘CWH..I‘ uring a cycle | = [ = l] 1st 2nd (N + 1)th customer
E[ time of a cycle | E[N] customer customer " finds the system empty
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Renewal reward process

t

T
1 E n(s)ds long-run average #customers
L=1lim-| n(s)ds = UO (s) ds] 5 5

t>w t ) E[T] in the system
- Wi+ -+ W,  E| {-Vzlwi] long-run average time a
W = lim = .
N—00 n E[N] customer spends in the system

T is the length of a cycle, N is the number of customers served inthat cycle = T = YN | X;
N is a stopping time for X;, X,, ..., because
N=ne X;++X, <Vi+-+Y,1<k<n-1,
and X; + -+ X, >Y, +-+7Y,

E[fOT n(s)ds]
E[Zliv=1 Wt]

By Wald's equation: E[T] = E[N]E[X] = E[N]/A, thusL = AW

T
fo TL(S)dS - §V=1 Wt .-
= total paid during a cycle .-~

L=1-W A= 1/E[X]

http://www.lamda.nju.edu.cn/qgianc/



Symmetric random walk
Definition: Let Y, Y, ... be iid with
1

P(Y,=1) = P(Y; = —1) =

2
and define
Zo=0Zy= ) ¥,

{Z,,n = 0} is called the symmetric random walk process

We want to know

amount of time in [0,2n] that Z,, is positive

lim
n—oo 2n
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Symmetric random walk

2n\ 1
Up = P(Zy, =0) = v

| Leave as
Lemma: P(Z; #0,Z, #0,...,Zy, # 0) = u, the exercise

Theorem: Let Ey, ,, denote the event that by time 2n the symmetric
random walk will be positive for 2k time units and negative for
2n — 2k time units, and let by ,, = P(E) ) Then

t Positive for 6 time units

Zy
Negative for 2 time units

bk,n = UgUn—k
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Symmetric random walk

Theorem: Let E ,, denote the event that by time 2n the symmetric
random walk will be positive for 2k time units and negative for
2n — 2k time units, and let by ,, = P(Ey ) Then

brn = UpUp—_k

)

Proof:

1 1
Forn =1: bpy = b1y =5, uo=Luy =5

Assume by, ,, = uiu,,— for all values of m such that m < n, we need to show
that the equation holds for n
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Symmetric random walk

n _ the time of the first return to 0
= 2 P(Epn |[TI= 2r)P(T = 2r) + P(Ep, | T > 2n)P(T > 2n)

1
P(En,n | T = 27") = bn_r,n_r/z,P(En,n | T > Zn) :E

Then, by, , =§ "y buey,n—rP(T = 2r) + > P(T > 2m)

inductive 1

hypothesis "> = 5 r=1 Un- ruOP(T =2r) +- P(T > 2n)
]
NOte that ZT 1 un rP(T — ZT) — =1 P(ZZTL 2r — O)P(T — 27‘)

= " 1 P(Zy,=0|T =2r)P(T =2r)
—P(ZZn_O)—un

Thus, b, , = %un +%P(T > 2n) = %un +%un =u,
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Symmetric random walk

n
forO<k<n: byg,= ZP(E,W | T = 2r )P(T = 2r)
r=1 \‘<

1 1
2 bk—r,n—r + 2 bk,n—r

1 1w
bin = 521@:1 bi—rn—rP(T = 27) + EZ?:{{ bin—rP(T = 2r1)

_1 K _ 1 —k _
inductive ___.» = ZUn—k dir=1 Uk P(T = 2r) + 5 Uk 2r=1 Un—r—P(T = 27)
hypothesis 1 1
= JUn—kUp + S UgUn—k

= Up—rUg
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Symmetric random walk

Theorem: Let E ,, denote the event that by time 2n the symmetric
random walk will be positive for 2k time units and negative for
2n — 2k time units, and let by ,, = P(Ey ) Then

bin = Utinr ~1/ (mk(n—F))

2n\ 1
Uy = P(Z3n = 0) =< )ﬁ ~1/ymn

n
Stirling's approximation: n! ~v/2mn - (n/e)"

Now we can analyze

s amount of time in [0,2n] that Z,, is positive :
im =
n—oo 2n
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Symmetric random walk

brn = UgUp— ~1/ (n\/k(n — k))

s amount of time in [0,2n] that Z,, is positive :
im =
n—oo 2n

For x € [0,1],/. Random variable
P(& < x) Arc Sine Laws

[ ——dw = %arcsinx/f

0 Jw(1-w) p

(arcsinx)’ =

. nx zl nx .
—Zk:()bk,n nfo \/Wdy

1
I*n
4

n

W= 1—x2

1
Different from lim P(Z,, > 0) — >

n—>00
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Summary

* Renewal process
 Elementary renewal theorem
* Key renewal theorem

 Alternating renewal process
* Delayed renewal process
* Renewal reward process
¢ Symmetric random walk

References: Chapter 3, Stochastic Processes, 2nd edition,
1995, by Sheldon M. Ross
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