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CCA Illustration
Given Given XX set {set {xx11,,……,,xxnn}}∈∈RRpp, and , and YY set {set {yy11,,……,,yynn} } ∈∈ RRqq, , 
CCA aims to simultaneously seek CCA aims to simultaneously seek wwxx ∈∈ RRpp, , wwyy ∈∈ RRqq, , 
to ensure [Bor99] (specially use for feature extraction)to ensure [Bor99] (specially use for feature extraction)



CCA formulation
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CCA Alternative formulation
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Applications

image retrieval [HSS04], image segmentation [LGD05], image retrieval [HSS04], image segmentation [LGD05], 
image deimage de--noising [He04] , image analysis [Nie02], feature noising [He04] , image analysis [Nie02], feature 
detection of image [And00]detection of image [And00]
text categorization, text  mining, text retrieval, imagetext categorization, text  mining, text retrieval, image--text text 
retrieval , machine translation [For04]retrieval , machine translation [For04]
computer vision [KSE05]computer vision [KSE05]
pattern recognition [SZL05]pattern recognition [SZL05]
biometrics [YVN03] biometrics [YVN03] 
signal processing [SS06]signal processing [SS06]
location estimation in wireless sensor networks [PKY06] location estimation in wireless sensor networks [PKY06] 
facial expression recognition [ZZZ06] facial expression recognition [ZZZ06] 
MultiMulti--view SVM design [FHM05]view SVM design [FHM05]



New Applications

Sensor signal           vs.          location

location estimation in wireless sensor networkslocation estimation in wireless sensor networks

[PKY06] J.J. Pan, J.T. Kwok, Q. Yang, Y. Chen, Multidimensional Vector Regression for Accurate 
and Low-Cost Location Estimation in Pervasive Computing, IEEE Transaction on Knowledge and 
Data Engineering, 18(2006):1181-1193.



New Applications
facial expression recognition facial expression recognition (1:happiness, sadness, surprise, angry, (1:happiness, sadness, surprise, angry, 
disgust, 6:fear)disgust, 6:fear)

Landmark points          vs.    Semantic ratings       (estimation)
(JAFFE database)

[ZZZ06] W. Zheng, X. Zhou, C. Zou, L. Zhao, Facial Expression Recognition Using 
Kernel Canonical Correlation Analysis (KCCA), IEEE Transaction on Neural Networks, 
17(2006), 233-238.



New Applications
MultiMulti--viewview SVM designSVM design

[FHM05] J. D.R. Farquhar, D. R. Hardoon, H. Meng, J. Shawe-Taylor, S. Szedmak, Two view 
learning: SVM-2K, Theory and Practice, NIPS 2005.

CCA alternative 
formulation



Our previous work

Locality preserving CCA (LPCCA)Locality preserving CCA (LPCCA)
Kernelized LPCCAKernelized LPCCA
Their applications in pose estimation and data Their applications in pose estimation and data 
visualizationvisualization



Our previous work--LPCCA

Motive: CCA is linear, and is insufficient to reveal the Motive: CCA is linear, and is insufficient to reveal the 
nonlinear  correlation between two sets X and Y of realnonlinear  correlation between two sets X and Y of real--
world variablesworld variables
ObjectiveObjective: : 
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[SC06] Tingkai Sun, Songcan Chen, Locality preserving CCA with applications to data 
visualization and pose estimation, Image and Vision Computing, in press, 2006
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Our previous work

CCA                     KCCA               LPCCA

Error distribution histograms

CCA                  KCCA               LPCCA

KLPCCA, TNN in revision



Our new work

CIPCACIPCA----ClassClass--informationinformation--incorporated PCAincorporated PCA
DCCADCCA---- Discriminant CCADiscriminant CCA
DCCAMDCCAM–– DCCA with missing samplesDCCA with missing samples
MultiMulti--Kernel learningKernel learning
Beyond KCCABeyond KCCA



CIPCA

MotiveMotive
1) utilize the  class information for feature extraction1) utilize the  class information for feature extraction
2) CIPCA and CCA can be unified into a framework2) CIPCA and CCA can be unified into a framework

Objective:Objective:

D c+⎡ ⎤
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[CS05] Songcan Chen, Tingkai Sun, Class-information-incorporated principal component 
analysis, Neurocomputing, 69 (2005) 216–223
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CIPCA

ResultsResults



Our new work

CIPCACIPCA
DCCADCCA
DCCAMDCCAM
MultiMulti--Kernel learningKernel learning
Beyond KCCABeyond KCCA



DCCA- modified feature extractor
MotiveMotive
1) for feature fusion and multimodal recognition1) for feature fusion and multimodal recognition

Multiple Biometrics [JRS04] Applications



DCCA

MotiveMotive
2) in CCA, the correlation between             is insuffici2) in CCA, the correlation between             is insufficient to ent to 

discriminate between classesdiscriminate between classes
3) in DCCA, we take correlation as similarity metric, aims3) in DCCA, we take correlation as similarity metric, aims

to maximize the withinto maximize the within--class correlation, minimize the class correlation, minimize the 
betweenbetween--class correlationclass correlation

Consider the correlation between classesConsider the correlation between classes

( , )i ix y



DCCA

maximize the withinmaximize the within--class correlationclass correlation
minimize the betweenminimize the between--class correlationclass correlation
Objective functionObjective function

1/ 2,

( )
max

( )x y

T
x w b y

T T
x xx x y yy y

η−
⋅w w

w C C w
w C w w C w

ηwhere        is a tunable parameter.where        is a tunable parameter.



DCCA

withinwithin--class correlationclass correlation

betweenbetween--class correlationclass correlation
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DCCA

Objective functionObjective function
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DCCA Results on toy problem

Data                    CCA                     PLS             DCCA
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DCCA Results on real datasets

Hypertext categorization

(WebKB  dataset)



DCCA Results
Handwritten numeral  recognition (Multiple Feature database)

The works about DCCA have been submitted.http://www.ics.uci.edu/~mlearn/MLSummary.html

http://www.ics.uci.edu/~mlearn/MLSummary.html


Our new work

CIPCACIPCA
DCCADCCA
DCCAMDCCAM
MultiMulti--Kernel learningKernel learning
Beyond KCCABeyond KCCA



DCCAM

MotiveMotive
1) deal with missing samples due to sensor failure, high 1) deal with missing samples due to sensor failure, high 

cost, etc.  cost, etc.  
2) 2) ““missing samplesmissing samples”” means means ““not pairwisenot pairwise”” for X and Yfor X and Y
3) differ from 3) differ from ““missing datamissing data”” (or (or ““incomplete dataincomplete data””))

Missing data                 Missing sample



DCCAM

Usual strategies for missing data      Usual strategies for missing data      
1) expectation maximization [DHS00]1) expectation maximization [DHS00]
2) substitution of class mean for missing data2) substitution of class mean for missing data
3) iterative estimation of the missing data [WM01]3) iterative estimation of the missing data [WM01]
4) local least squares imputation (4) local least squares imputation (估算估算)  [KGP05])  [KGP05]

Our solutionOur solution
directlydirectly deal with the training set with missing samplesdeal with the training set with missing samples



DCCAM
ObjectiveObjective
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DCCAM Results on Toy problem

(a) Data

(b) CCA

(c) PLS

(d) DCCAM

Circled samples are 
missing ones. For (b) 
CCA and (c) PLS, the 
un-pairwise samples 
are deleted.



DCCAM Results on Real datasets

Multiple Feature Database (handwritten numerals), 10 classes, 100 
pairs per class. For each class, we 

1) delete 10 samples from X, and delete 10 samples from Y.

2) delete 20 samples from X, and delete 20 samples from Y.

3) delete 30 samples from X, and delete 30 samples from Y.

4) delete 40 samples from X, and delete 40 samples from Y.

5) delete 50 samples from X, and delete 50 samples from Y.

6) delete 60 samples from X, and delete 60 samples from Y.

Note: the deleted samples are NOT pairwise.

missing samples

un-pairwise samples



DCCAM Results on Real datasets
Adjustment of the comparative algorithmsAdjustment of the comparative algorithms
For CCA and PLS, the following algorithm is adjusted to For CCA and PLS, the following algorithm is adjusted to 
match the case of match the case of ““missing samplesmissing samples””

1) delete the rest un1) delete the rest un--pairwise samplespairwise samples
(named as (named as CCACCA--I, PLSI, PLS--II) and ) and DCCADCCA--II..

2) substitution of class mean vector for missing samples2) substitution of class mean vector for missing samples
(named as (named as CCACCA--II, PLSII, PLS--IIII) and ) and DCCADCCA--IIII..

3) iterative estimation of the missing samples 3) iterative estimation of the missing samples 
(named as (named as CCACCA--III, PLSIII, PLS--IIIIII).).

Note that DCCANote that DCCA--I and I and ––II are just for comparison, and no II are just for comparison, and no 
DCCADCCA--III  is introduced.III  is introduced.



DCCAM Results on Real datasets

X-axis: 

the # of missing 
samples per 
class. i.e., 10, 
20,…50, 60.

Y-axis:

the recognition 
accuracy.



DCCAM Results on Real datasets



DCCAM Results on Real datasets

The works about DCCAM have been submitted.



DCCAM advantages

Supervised learning method due to the incorporation of the Supervised learning method due to the incorporation of the 
class information class information 
Tolerance to the missing of samples Tolerance to the missing of samples 
Superior performance to some multimodal recognition Superior performance to some multimodal recognition 
algorithmsalgorithms
Direct processing ability of missing samples and without Direct processing ability of missing samples and without 
resorting to artificially compensate the missing samplesresorting to artificially compensate the missing samples
Relative insensitiveness to the number of missing samplesRelative insensitiveness to the number of missing samples
Only involvement of one tunable parameter, Only involvement of one tunable parameter, dd, the final , the final 
dimensionality of the extracted features. This makes it easy dimensionality of the extracted features. This makes it easy 
to be manipulated in real applications.to be manipulated in real applications.



Our new work

CIPCACIPCA
DCCADCCA
DCCAMDCCAM
MultiMulti--Kernel learningKernel learning
Beyond KCCABeyond KCCA



Multi-Kernel Learning (MKL)

Motive: Motive: 
1) approximate heterogeneous (1) approximate heterogeneous (异质异质) data sources;) data sources;
2) avoid  model or kernel parameter selection to some2) avoid  model or kernel parameter selection to some

extent;extent;
The related work [BLJ04, SRS05]The related work [BLJ04, SRS05]
The The conic combinationsconic combinations of multiple kernels of multiple kernels 



Multi-Kernel Learning (MKL)

Our MethodOur Method
borrow multiple CCA (borrow multiple CCA (mCCAmCCA) to fuse multiple kernels) to fuse multiple kernels

Essence: Single dataset Multi-Kernel mapping 

+ Multi-CCA (NmCCA) MKL



Multi-Kernel Learning (MKL)

New Multi-CCA (NmCCA)

mCCA

NmCCA

Least 
Squares 
Criterion



MKL Results compared to [SRS05]

Classification performance comparisonClassification performance comparison



MKL Results compared to [SRS05]

tt--test comparison on test comparison on MultiKMultiK--MHKS with the following algorithmsMHKS with the following algorithms

‘*’ Denotes that the difference between the two corresponding algorithms is
not significant at 5% significance level, i.e. t-value < 1.7341.

The works about MKL have been submitted.



Our new work

CIPCACIPCA
DCCADCCA
DCCAMDCCAM
MultiMulti--Kernel learningKernel learning
Beyond KCCABeyond KCCA



Beyond KCCA

Proof  of  Proof  of  ““KCCA  =  2KCCA  =  2--KPCA + CCAKPCA + CCA””



Beyond KCCA
Insight from  Insight from  ““KCCA  =  2KCCA  =  2--KPCA + CCAKPCA + CCA””

Reveal the essence of KCCAReveal the essence of KCCA
What is important What is important ……
1) the original kernel mappings can be generalized to 1) the original kernel mappings can be generalized to 
empirical kernel mappings, i.e.,  empirical kernel mappings, i.e.,  

: ( ) and : ( )
( , ) and ( , )X Y

φ φ ψ ψ
⇒

x x y y
x K X x y K Y y
a a

a a



Beyond KCCA

2) More generally2) More generally

where  both where  both FFxx and and FFyy are nonare non--negative real functions.negative real functions.
AdvantagesAdvantages
Any types of kernel can be employed, Any types of kernel can be employed, 
e.g., graphe.g., graph--kernel, stringkernel, string-- kernel,  treekernel,  tree--kernel, and etc., kernel, and etc., 

even noneven non--kernel functionskernel functions

( , ) and ( , )X YF Fx X x y Y ya a

The works about Beyond KCCA have been submitted.
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