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Learning: A Major Assumption

= [raining and future (test) data:
= follow the same distribution, and are in same feature space

Training Data Labeled/Unlabeled Labeled/Unlabeled

Test Data Unlabeled
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When distributions are different
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Structural Correspondence
Learning [Blitzer et al. ACL 2007]

= SCL: [Ando and Zhang, JMLR 2005]

= Method

= Define pivot features: common in two domains
(not buy)

= Find non-pivot features in each domain (repetitive)
= Build classifiers through the non-pivot Features

he Shark
gamer .... Trigger
mechanism is defective.

(1) The book is so repetltlve
that I found myself ve
I will definitelg
another.

Book Domain h Kitchen Domain




Distribution Changes

= The mapping function f learned in the offline phase can be out of
date.

» Recollecting the WiFi data is very expensive.
= How to adapt the model ?
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Differences between Domains

Time Period A Time Period B

Device A

Device B




HTL Setting: Text to Images

s Source: labeled or unlabeled
= Target: few labeled

Training: Text Testing: Images

The apple is the pomaceous fruit of

Apple the apple tree, species Malus
domestica in the rose family
Rosaceae ...

Banana is the common name for a
type of fruit and also the
herbaceous plants of the genus
Musa which produce this commonly
eaten fruit ...




Transfer Learning for Collaborative Filtering
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Activity Recognition

i
= Healthcare at VN

home and In
hospitals

= Logistics,
Shopping
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Cross Domain Activity Recognition
[Zheng, Hu, Yang, ACM Ubicomp 2009]

= Challenges:

= A new domain of
activities without
labeled data

s Cross-domain

activity recognition
= Transfer some
available labeled data
from source activities
to help training the
recognizer for the
target activities.
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Adaptive: transfer-all or none

= As good as Transfer All
wf | Se-No Transer(@P) - when the source and target
——ATCP tasks are very similar.

=  Not worse than No Transfer
when the source and target
tasks are not related at all.

KKK I XM D P MR XK 2 e XN KK XM X
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D
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Distance between the source and target tasks

Bin Cao, Sinno Jialin Pan, Yu Zhang, Dit-Yan Yeung and Qiang Yang. Adaptive Transfer
Learning. In Proceedings of the 24th AAAI Conference on Artificial Intelligence (AAAI—
10). Atlanta, Georgia, USA. July 11-15, 2010.




Source-Free Transfer Learning (1acaiii)

We may have an extremely large
number of choices of sources A
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Lifelong Machine Learning

facing a new
learning task

selective transfer of
prior knowledge

Universal Knowledge

=
B _ Examples
Domain

l <
(x, yv=1(x))
: \Knovvled oe

J' . [ndyctive Bias, 8,

Training Inductive

Examples

Learning System

retention (or

< . B LML System

consolidation) of
learned knowledge

Figure 1: A framework for lifelong machine learning.
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LML Examples

Never-Ending Language Learner [Tom
Mitchell et al. 2010]

s Goal:

= attempt to create a computer system that
learns over time to read the Web (24x7,
forever)

= each day:
= extract more facts from the web to populate the
Initial ontology, e.g.,
Brazil is a country
Poza Rica is a city located in the country Mexico

= learn to read (perform #1) better than yesterday



http://rtw.ml.cmu.edu/rtw/kbbrowser/country:brazil
http://rtw.ml.cmu.edu/rtw/kbbrowser/pred:country
http://rtw.ml.cmu.edu/rtw/kbbrowser/city:poza_rica
http://rtw.ml.cmu.edu/rtw/kbbrowser/pred:citylocatedincountry

Lifelong Learning Test

Two steps:
Step 1: learn unrestricted number of tasks over time, and

OCR Face Object Gesture
Recognition Recognitio Recognitio
n n



Lifelong Learning Test (Cont.)

Step 2. perform better and better than a base learner.

Learner’s performance along time (e.g. OCR):

4 Increasing gap - ---Lifelong learner
3 | higher start l ——Base learner
O /
-] r==-=="=""="""~"~ ~° 77
& |
= Po----- J \ unrelated task
2 peem=as
O
O
| I I » Time
Facial Object Gesture
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Theoretical Guarantee

Theoretical Requirement
Let # be hypothesis space, K be the total number of tasks seen so far, m(@
IS the number of training data in task |. Let s be fixed. Then with probability
at least | — 5 a lifelong learner should hold the following generalization
error (i.e. g( )) bound for all tasks

6(/1@)) < min e(h)42 1( )1og 25k

, WO ey Il
N R R

Lifelong Iealﬁ; credit: a alt) € (0, 2\/ 1€ log 2]’“]
monotonically increasing om0
function w.r.t Kand m.



LML on 500 Topic Classification Tasks in a Row
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Figure 1. An example of Lifelong Machine Learning test
(upper) and an illustration of the empirical performance
requirement (bottom).



Transfer Learning in Convolutional
Neural Networks

s Convolutional neural networks (CNN) :
outstanding image—classification.

m Learning CNNs requires a very large number
of annotated image samples

= Millions of parameters, to many that prevents
application of CNNs to problems with limited
training data.

m Key Idea:

» the internal layers of the CNN can act as a
generic extractor of mid-level image
representation

= Model-based Transfer Learning



Representations using Convolutional Neural Networks. CVPR 2014.

The Transferring Framework

Oquab, Bottou, Laptev, Sivic: Learning and Transferring Mid-Level Image
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Transfer Learning in Convolutional
Neural Networks

= Source Domain: ImageNet
= 1000 classes, 1.2 million images

= Target Domain: Pascal VOC 2007 object classification
= 20 classes, about 5000 images

= PRE-1000C: the proposed method

plane bike bird boat btl bus car cat chair cow
INRIA[ ] 775 63.6 56.1 719 33.1 60.6 78.0 58.8 53.5 426
NUS-PSL[46] | 82.5 79.6 64.8 734 54.2 75.0 77.5 79.2 46.2 62.7

[PRE-1000C 88.5 81.5 87.9 82.0 475 755 90.1 87.2 61.6 75.7
table dog horse moto pers plant sheep sofa train tv | mAP

549 458 TI1.5 64.0 859 363 4477 50.6 79.2 53.2| 594
414 746 850 76.8 91.1 539 61.0 67.5 83.6 70.6| 70.5

67.3 85.5 835 80.0 95.6 60.8 76.8 58.0 904 77.9)| 77.7
Per-class results for object classification on the VOC2007 test set (average precision %)




DeCAF: A Deep Convolutional Activation
Feature for Generic Visual Recognition

Jeff Donahue, Yangqging Jia, Oriol Vinyals, Judy Hoffman, Ning Zhang,
Eric Tzeng, Trevor Darrell

ICML2014

Questions: transferring features to tasks with different labels
= Do features extracted from the CNN generalize to other datasets?
= How does performance vary with network depth?

Algorithm:
A deep convolutional model is first trained in a fully

supervised setting using a state-of-the-art method
Krizhevsky et al. (2012).

We then extract various features from this network, and
evaluate the efficacy of these features on generic vision
tasks.
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Comparison: DECAF to others

o

(a) (b)

o

=

s

(a) SURF features (b) DeCAFq

Figure 3. (a) The computation time on each layer when running

yure 5. Visualization of the webcam (green) and dslr (blue) domains using the original released SURF features (a) and DeCAFs (1 ¢lassification on one single mput i]’nage. The layers with the most
e figure is best viewed by zooming in to see the images in local regions, All images from the scissor class are shown enlarged. Th . . . . .
: well clustered and overlapping in both domains with our representation, while SURF only clusters a subset and places the others time COHSUIHDHOD are latﬁled- (b) IThB dl Smbutlﬂn Of co mpllt‘d'ﬂﬂl‘l

joint parts of the space, closest to distinctly different categories such as chairs and mugs.

DeCAF: A Deep Convolutional Activation Feature for Generic Visual Recognition
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(a) LLC (b) GIST (c) DeCAF1 (d) DeCAFe

Figure 1. This figure shows several t-SNE feature visualizations on the ILSVRC-2012 validation set. (a) LLC , (b) GIST, and features
derived from our CNN: (c¢) DeCAF, the first pooling layer, and (d) DeCAFg, the second to last hidden layer (best viewed in color).
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Reinforcement Transfer Learning via
Sparse Coding

= Slow learning speed remains a fundamental problem for
reinforcement learning in complex environments.

= Main problem: the numbers of states and actions in the
source and target domains are different.

= Lxisting works: hand-coded mter-task mapping between state-
action pairs

s Tool: new transfer learning based on sparse coding

Ammar, Tuyls, Taylor, Driessens, Weiss: Reinforcement Learning Transfer via Sparse
Coding. AAMAS, 2012.



Reinforcement Transfer Learning via
Sparse Coding

= Given State-Action-State Triplets in the source task, learn
dictionary as

m m  dq

min 3 5 50,40, Zhja 24830 ol st I < ¥ = (1,2, di)
{b;}.{a§"} iz 29 i=1 j=1
= Using the eoefficient matrix in the first step, we can learn the
dictionary inithe target task as

m m dp

min Z) s||(ara, ) — sz “||g+aZZ||c<”||l st ||z;])2 < oV ={1,2,....dn}

{z; 1.4} 7= i=1 j=

= Then for each trlplet In the target task, - spaice projection is

used to find its coefficients
d?l

¢ (s, a1, 55)) = arg 1;1(21)1 [{s¢, e, s)™ — Zﬁfbgﬂzﬂg +8)16'7||1
. j=1

= As aresult, the inter-task mapping can be learned!



Reinforcement Learning Transfer

via Sparse Coding
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Transitive Transfer Learning

= Source and target domains have no overlap
= May we use intermediate domains as bridge?

= Can we build a path of transfer learning?

Intermediat Intermediat
e domain 1 e domain 2

Source Target
domain Not Transferrable | ol

Gray wolf Tiger Tags @
TeXt—tO -Ima g e F'Df: ”ZK'DTC‘U' ‘“e:';; encycopecio From Wikipeia, the ree encyclopedic
[Redrectzd from W
. . . tiger marwell zoo
C I a SS I fl Ca tl O n W Ith “Wolf' ondl“She-walf recivect here. For otherwses, s 'Tigress” reclirecls here. For other uses, see
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co-occurrence . The figer (Panthera fign) s the largest cat sp animal | bigcat  outdoor
The gy wof o g wof [ Cons bpus0K0knomn . ovovin e 110 388 7k (657 Io) n the wid. fs
orens of North America, Eurasia, and northem, east ) o o .
data as (85185~ 1), o femois 3-8k~ 10€0E. T speciesscassed i the gent carnivore  mammal
. H less peinted fectures, porticulery onthe earsand muzs PIEYING en Ungulates such os deer and bovid
I nte rm ed I ate neary pure white, rad, or brown to black ako.ocewr. ¥ areas of habitat that support their prey requin
d oma | n wospecies s e Euroson wol | Coris bouslunes, ™ o b atedt places on Earih, hos coused sgnf

The gray wolf & the second most specialised member ¢

) } " Tigers once ranged widely across Adia, from Ti
odaptations to hunfing large prey, ts mare gregaricus



Transitive Transfer Learning

= Intermediate domain selection, then propagate knowledge
= Use domain distance, such as A-distance, to identify domains
= Transitive trnasfer through shared hidden factors in a row

Coupled the two knowledge transfer processes

\
[

2 12 2 2
: UsiSsivr Usi11Ssil ., 7 Uie1[Sie U..11S
i [ oS+ = 2 o e [ o | e - [ e
usyzo|l® [Uss][sss] | B LG RSV S | R | B (3 BV - © LU LS )
\ J
|
Transfer Knowledge between the source Transfer Knowledge between the
and intermediate domains intermediate and target domains

s.t.UM1=1,VI1=1,i € {s,i,t}

B. Tan, YQ Song, E. Zhong, Q. Yang: Transitive Transfer Learning. ACM KDD 2015.




Transitive Transfer Learning

= The NUS-WISE data set are used

= 45 text-to-image tasks.
= Each task is composed of 1200 text documents, 600 images, and
1600 co-occurred text-image pairs.

; 1
5509 .............................................................................................
é .
3 &O_a (O ————_ W L B, 38 5B
: :
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b JORPRNOS § 207
. SUPPTTLL cn
9 (] . p— --""'.--" 5 g 0.601
T f --TTL 2= :
' e co-transfer]| | == co-transfer
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No. of labeled target data Task

(a) Average performance (b) Detailed performance



: H d Zhang:
Leamlﬂg TaSk Trees L;r;nﬁgg Treznsgtructure in

Multi-Task Learning.

= Learning task relations in transfer learning: ACM KDD 2015

= m tasks, decompose W into H components

/,LZ(X) — WTX, W = [ng ... an} c Rde

W: ZWh Wh — [Wh,lg°" :Wh,m] e Rde




Learning Tree Structure among Tasks

= The objective function Is formulated as

111111 ) + Z An Z |Wh i

1< ]

—wp,_jll2

s.t. |Wh_1]1 Wh—1,3| ~ |"«i'4.f’,1r1,:1 _Wh?jl Vh > 2,Vi < 7.

To make the model form a task tree

= A controls the strength of the task similarity

at the h-th layer.

= A proximal method is used to solve this problem.




Learning Tree Structure among Tasks

= Two object recognition databases, the CIFAR-10 and CIFAR-100 datasets, are used

= Each dataset consists of 50,000 color images for training and 10,000 images for testing.
= CIFAR-10: 10 classes; CIFAR-100: 100 classes

= Performance measure: Accuracy Data MTEL Dirty Cascade CMTIL MelaG  TAT

CIFAR-10 | 71.15  72.56 74.76 74.49 7599  76.49
CIFAR-100 | 39.61  42.45 46.12 46.70 48.62  49.63

Some findings:

(1) Tasks ‘cat’ and ‘dog’ always belong
to the same group in the task tree;

(2) All tasks related to animals (i.e.,
bird, cat, deer, dog, frog, and horse)
are discovered to belong to a group at
the 5th layer and above

ship
truck

Learned Tree on CIFAR-10



Conclusions

= Transfer Learning
= When training and application domains differ

= Transfer instances, features, topic models,
dictionary, hidden layers, concept trees

= Lifelong Machine Learning
s Future

= The Case-based Reasoning Challenge:
Reduce the number of source domain
examples to few, or even one”?
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