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Introduction

Motivation

® Measuring the similarity between educational videos and exercises is a fundamental task with broad application prospects.
® |n most cases, an exercise is only similar to parts of the video. Therefore, it would be of great significance to application and user experience if we

could further measure the similarity at segment-level, which we call fine-grained similarity measurement.
® The problem remains pretty much open due to several domain-specific challenges.

=
® Thus, fully considering the effects of multimodal information, we proposed the VENet to measure the similarity at both video-level and segment- L scan to view detailst
level by just exploiting the coarse-grained labeled data on videos.

Challenges

® Educational videos contain not only graphics but also text and formulas, which have a fixed reading
order. How to model the spatial structure and temporal information?
® How to perceive and incorporate the semantic associations among segments?
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® How to learn the fine-grained similarity by just exploiting the coarse-grained labeled data on videos?
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VENet Experiments
| Framework | Datasets
I  Wiltimodal Representing Layer s ] Muitissale Perceptual Fsion ~ """y 7T T sy Soore Laver ) | ® There is no public data for this task. So we collect the real-word data from Khan Academy
| | 01 d | | and show how to create a dataset using publically available educational services.
|5 wal AN _}m N F‘j _} i | ® All of our data is crawled from the math domain, which contains 17,116 math exercises
| s N (] and 1,053 educational videos with closed captions, covering 836 topics.
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Input
I . I Input Task Video-Level  Segment-Level I
| Vldeo.: V ={Segq,..,Segm}, Seg; ={fi, cihci = {wig, o, Wit} | I BAGHES Text Frame Video-Level Segment-Level el Auc  NDCG Auc NDCG |
Exercise: E = {wy,...,w, } |
| Outout [ s v / y MalSTM 0591  0.635 |
P I DeepLSTM v X v X DeepLSTM 0.778  0.7503 |
| S¢(Seg;, E): The similarity score between the i-th segment and the exercise. | | ARCNN 7% / y ABCNN 0764  0.7448 |
S ISy (V, E): The similarity score between the whole video and the SXercise. | TextCNN /X / X TextCNN 0792  0.771
I— : : : : : : : : : : : : : : : : : : : : : : : : : : — I DeepLSTM (Seg) v X v v DeepLSTM (Seg) 0.844  0.7728  0.754  0.7437 :
TextCNN (Seg) v X / / _TextCNN (Seg) _ 0.806__ 0.7658 _ 0.7418__ 0.7415
| Submodule R _ | | TextualVENet « X ¥ / [ TextualVENet 0876 0832 0768 0781} |
| SRN { e : : DoW T |
. - v : SFusi ; / SFus 0826  0.788
| ® Encode the multimodal data (keyframe and : T i t : | | J USlo.n " J usm_n |
| captions) of the segment into the segmantic vector. ! forsTi\ e~ ' EarlyFusion v/ / _EarlyFusion __ 0854 07806 07863 07494 |
. . Co b few\ E AV veNe /o / / [~ VENet 0942 0879 0871  0.823
| ® Align the keyframe and captions by F2C Attention. | | : | | e e e s s s |
| ® Model the spatial structure and temporal : T o : | | ® Our proposed VENEet achieves the best performance at both video-level and segment- |
| information embedded in the keyframe. : R e : level, with a significant improvement on all metrics compared to other methods. |
, — > < . | l® In all seven textual models, TextualVENet also performs best.
| ERN . |
| oL _ h GloV : o i I | | @ Comparing DeepLSTM and DeepLSTM (Seq), we can find that dividing video into |
® Initialize the word embedding with GIOVe. | ''1'| || segments can improve the performance at video-level significantly. |
| ® Model the word sequence of the exercise by LSTM. i R : | | ® The performance of Textual\VENet Is worse than that of VENet, which shows that the
| MPE I\ N | visual data is helpful to accurately understand the video. Jl
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® Fuse adjacent segments on multiple scales. N Y 2 "1l\MN\-—-——————— . - __ —————— |
| @ Weight the fusional vectors according to the exercise SRN : : Ablation Experiments |
by S2E Attention. : . ;
| Y | | Video-Level ~ Segment-Level @ The performance of VisualVENet is |
| Model much worse than Textual VENet, which
Fusion LSTM I I Auc NDCG Auc NDCG LS (EINEL I
| ~ o oy | | it 087082 0768 078! Indicates the textual material is more |
i = i—wr "l gy extua e - .
— (W Th - x1+b) AN A /A Ny T s e e e om oS tant than the visual data.
17 = ReLU(Wiygo C; + bryce fi = o(Ws - [he—1, %] + bf), - , | IMmpor _
B e e N A N ||} Vet 0728 031 0031 g Al the key modules (ie., FC, S2E,
Attention ) Slove | | VENet '0_9_4_2_ 0879 0.871 0. §§§,' HVLSTM and MPF) have a significant
4= Z a; - v;, C; = tanh(W - [he—1, %] + be), f | | VENet-F2C 09 0855 08284 0.8198 impact on the final result, which shows |
| qbi(vi, 0 Ce = fe- Ce1 i~ G, i | |  VENet-S2E 091 0851 0846 0.8137 the effectiveness of them. |
| &= > o, q) 0r = oW, - [hy_r, x,] + b)), ERN | | VENet-HVLSTM 089 __ 0802 _ 0.803 __ 0795 @ MPF has the biggest impact on the |
| ¢(v;,q) = exp(V, - tanh(W, - [v;,q])) . h; = o; - tanh(C;). I | VENet-MPF '0_§6_6____0_‘§1_5____(LZ8_9____0_7_6_1_6' final results. |
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Video: Graphing quadratics in factored form
194s 260s

® \\e explore the promising yet challenging problem of measuring
the fine-grained similarity between educational videos and
| exercises by just exploiting the coarse-grained labeled data.
| o We propose a novel VENet which make full use of visual and
I
I

textual data to measure the fine-grained similarity accurately.

® \We conduct extensive experiments on real-world datasets. The
experimental results demonstrate that our proposed VENet
outperforms other state-of-the-art methods.
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® Collect data and conduct experiments to test the performance on
other subjects, such as Physics.
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E3 ‘ . Segment recommendation
Graph a parabola whose x-intercepts are at x=-3 : 0.59 061 0. El: S1, S2, S3, S4, S5

E2: S2 | o Consider exploiting other meta information to enhance video
understanding, such as topics and titles.

and x=5 and whose minimum value is y=-4.
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