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 High dimensional dataset often consists of multiple 

low-dimensional subspaces, i.e. a union of subspaces 
    

 

 

 

 

 

 

 

 

 

 

 Subspace clustering: to segment the data into each 

subspace  

 

 
                 

 

 
 

   

       (a) data points lying in a union of subspaces       (b) Subspace segmentation 
 

 State-of-the-art subspace clustering methods follow a 

two-step approach: 
 

 

 

 
 

 

•  Step 1: Self-Expression Model: 
 

 

 

 

 

 

•Step 2: Spectral Clustering  

  Conditions to yield correct clustering:  

1. nonzero entries in affinity matrix are correct  (i.e. 

subspace preserving) 

2. affinity graph well-connected for each subspace (i.e. 

good connectivity)  

   

  Our Goal   

 
 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

•   SSCOMP is very promising except for its suffering from the 

connectivity issue    How to improve the connectivity of 

SSCOMP? 
 

 

 Our Idea and Proposal  
 

 

 Introduce dropout into self-expression model to drop the 

columns uniformly at random 

 We prove that:  dropout  an implicit squared ℓ𝟐 norm, i.e.  

 

 

 

 

 

 

 

 Stochastic Sparse Subspace Clustering 

 S3COMP-C:  
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 For more recent work and released codes, please visit my homepage:     www.pris.net.cn/teacher/lichunguang 
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𝑜𝑢𝑟 𝑔𝑜𝑎𝑙: 𝑑𝑒𝑣𝑒𝑙𝑜𝑝 𝑎 𝑚𝑒𝑡ℎ𝑜𝑑  ℎ𝑒𝑟𝑒 !  
… to provide a general approach to improve the connectivity of sparsity-

based subspace clustering methods 
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