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Introduction
• The structured sparsity-inducing 𝑙1,∞-norm plays an important role in jointly

sparse models which select or remove simultaneously all the variables forming
a group. However, its resulting problem is more difficult to solve than the
conventional 𝑙(-norm constrained problem.

• The main contribution is that we develop an efficient semismooth Newton
method for computing the 𝑙(,$-norm ball projection at most 𝑂(𝑑𝑚) iterations.
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• Define the 𝑙(,$,-norm:	 𝑾 (,$ = ∑ max5 𝑊7,5
8
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• The Euclidean projection with respect to A onto the 𝑙(,$,-norm ball can be cast
as

• Reformulate the projection problem as

• Obtain the primal optimal

• Rewrite the problem as

• Derive the KKT conditions

• Semismooth equations with 𝒙 = (𝜇(, 𝜇(,⋯𝜇(, 𝜃)>

Our	Semismooth Newton	Method
• To find the Newton direction, we solve the equation 

where 𝐽(𝑥(A)) is an arbitrary element of the generalized Jacobian
matrix of 𝐹(𝑥(A)),

• The LU factorization J=LU, where

• We take the linear time complexity O(dm) to compute the Newton step
v via forward substitution and back substitution, i.e.,

Our	Proposed	Algorithm

Convergence	Analysis
• Build a univariate equation from the equality constraint

where

• Equivalent variant of Algorithm 1

• Convergence theorem in finite steps

Experimental	Results
• Projection onto the 𝑙(,$-norm ball  

 
 
 
 
 
 
 
 
 

 

• Application to multitask Lasso problem 
 

 
 

       with projected gradient method 
 
 

• Source code is available at https://github.com/djchu/projontol1inf 


