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A B S T R A C T

In multi-dimensional classification (MDC), each training example is represented by a single instance (feature vector) while associated with multiple class variables, each of which specifies its class membership w.r.t. one specific class space. Most existing MDC approaches try to model dependencies among class variables in output space when inducing predictive functions, while the potential usefulness of manipulating feature space hasn’t been investigated. As a first attempt towards feature manipulation in input space for MDC, a simple yet effective approach named KrAM is proposed which enriches the original feature space with augmented features based on $k$NN techniques. Specifically, simple counting statistics on the class membership of neighboring MDC examples as well as distance information between MDC examples and their $k$ nearest neighbors are used to generate augmented feature vector. In this way, discriminative information from class space is expected to be brought into the feature space which would be helpful to the following MDC predictive model induction. To validate the effectiveness of the proposed feature augmentation techniques, comprehensive comparative studies are conducted over fifteen benchmark data sets. Compared to the original feature space, it is clearly shown that the $k$NN-augmented features generated by the proposed KrAM approach can significantly improve generalization abilities of existing MDC approaches.

© 2020 Elsevier Ltd. All rights reserved.

1. Introduction

Multi-dimensional classification (MDC) aims to build learning models for real-world objects with a wealth of semantics, which assumes several class spaces to characterize the semantics of objects along different dimensions. Here, each example in MDC training set is represented by a single instance while associated with a number of class variables, and all these class variables respectively specify their class membership with regard to one specific class space. Specifically, there are many scenarios where we need to learn from MDC examples. For example, in image classification, the semantics of a natural scene image can be classified along the landscape dimension (with possible class labels lake, grassland, mountain, etc.), along the time dimension (with possible class labels morning, afternoon, evening, etc.), and along the weather dimension (with possible class labels sunny, rainy, snowy, etc.). For another example, in music classification, the semantics of a piece of song can be classified along the language dimension (with possible class labels Chinese, English, Spanish, etc.), along the genre dimension (with possible class labels classical, popular, rock, etc.), and along the instrument dimension (with possible class labels guitar, violin, piano, etc.). More applications of MDC techniques also include text classification [1,2], bioinformatics [3,4], web mining [5], etc.

Formally speaking, let $X = \mathbb{R}^d$ be the $d$-dimensional input (feature) space and $Y = C_1 \times C_2 \times \cdots \times C_q$ be the output space which corresponds to the Cartesian product of $q$ heterogeneous class spaces. Here, each class space $C_j (1 \leq j \leq q)$ consists of $K_j$ possible class labels, i.e., $C_j = \{c_{j1}, c_{j2}, \ldots, c_{jq}\}$. Furthermore, let $\mathcal{D} = \{ (x_i, y_i) | 1 \leq i \leq m \}$ be the MDC training set with $m$ training examples, where $x_i = [x_{i1}, x_{i2}, \ldots, x_{id}]^\top \in X$ is a $d$-dimensional feature vector and $y_i = [y_{i1}, y_{i2}, \ldots, y_{iq}]^\top \in Y$ is the associated class vector, each of which is one possible value in $j$th class space, i.e., $y_{ij} \in C_j$. Then, the learning task of multi-dimensional classification is to induce a mapping function $f : X \mapsto Y$ from $\mathcal{D}$ which can predict a proper class vector $f(x) \in Y$ for the unseen instance $x$.

To accomplish MDC learning tasks, there are two intuitive solutions. The first one is to train multiple multi-class classifiers independently, one per class space. The second one is to train a single multi-class classifier by treating each distinct class combination in
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training set as a new class label, i.e., powerset method. These two intuitive strategies are simple and sometimes effective, but both of them also have obvious disadvantages. As all class spaces share the same feature space, there must be some relationships among them. However, due to the limited training examples, not all possible combination of class variables will appear in training set. The first intuitive strategy above ignores all dependencies among class spaces which would impact the generalization abilities of the induced MDC model, while the second strategy cannot make prediction for class combinations not appearing in the training set and also usually has prohibitively large number of combinations. In other words, both ignoring and overfitting class dependencies should be avoided. Therefore, most existing MDC approaches try to model dependencies among class variables from different dimensions in the output space in different ways, such as capturing dependencies between each pair of class spaces [6], specifying chaining order over class spaces [7,8], assuming directed acyclic graph (DAG) structure over class spaces [9,10], and partitioning class spaces into groups [11], etc.

Different from most existing works which directly model dependencies among different class variables in the output space, in this paper, we show the potential usefulness of manipulating input (feature) space for inducing MDC predictive models. Accordingly, a simple yet effective MDC approach named KRAM, i.e., kNN feature Augmentation for Multi-dimensional classification, is proposed. Specifically, the main contributions of this paper correspond to:

- We propose a first attempt towards manipulating feature space for MDC, where the proposed KRAM approach works by enriching the original features of MDC examples with their kNN-augmented features. In this way, discriminative information from output space can be brought into the input (feature) space to facilitate MDC predictive model induction.
- We design two versions of kNN-augmented features, i.e., discrete version and continuous version. For the discrete version, it is based on standard kNN techniques which employs simple counting statistics according to the class membership of k nearest neighbors in training set. For the continuous version, it is based on weighted kNN techniques which combines the counting statistics with extra bias terms by considering the distance between current instance and its nearest neighbors.
- We conduct comprehensive comparative studies over fifteen benchmark data sets to validate the effectiveness of KRAM in improving the generalization performance of MDC approaches. Accordingly, properties of the proposed kNN augmented features have been analyzed based on the empirical results.

The rest of the paper is structured as follows. Section 2 briefly discusses existing works related to multi-dimensional classification. Section 3 presents technical details of the proposed KRAM approach. Section 4 reports experimental results of comparative studies over a wide range of benchmark data sets. Finally, Section 5 concludes this paper.

2. Related work

The most related learning frameworks to multi-dimensional classification include the traditional multi-class classification (MCC) and the popular multi-label classification (MLC) [14–16]. As shown in Fig. 1, the MDC problem corresponds to several coupled MCC problems while the MLC problem corresponds to several coupled binary classification problems, i.e., both MCC and MLC can be regarded as one possible instantiation of multi-output learning [17] where each object is associated with multiple output variables. However, it is worth emphasizing that we should not simply consider that the difference between these two learning frameworks is whether the type of output variables is multi-class or binary class. Specifically, the key difference between MCC and MLC is whether semantic spaces are heterogeneous or homogeneous, where each class variable in MCC corresponds to a specific class space, while each label in MLC specifies whether one concept is relevant or not in the only class space. Therefore, it is unreasonable and will get suboptimal solutions to directly align class labels from different dimensions when trying to design MDC approaches. Anyway, the MLC problem can be regarded as a degenerated case of MCC by restricting all class variables to be binary-valued ones [11,18,19]. Additionally, recently proposed learning frameworks, such as duel set multi-label learning [20] and multiple ordinal output classification [21], can also be regarded as special cases of MCC when the number of dimensions equals two or class labels in each class space have ordinal relationship.

Intuitively, MDC can be solved by decomposing the original problem into a number of MCC problems, i.e., training a multi-class classifier independently according to each class variable. However, this natural strategy neglects the dependencies among class variables which may exist in real-world MDC tasks, and thus leads to suboptimal MCC model. Therefore, when trying to induce better MDC models, one of the core ways is to model dependencies among class spaces.

Dependencies between each pair of class spaces could be modeled by a set of base classifiers, and the final multi-dimensional inference is accomplished by combining predictive outputs from base classifiers via Markov random field [6]. Similar to classifier chains in MLC [22], the MDC problem can be converted into a chain of MCC problems, where the outputs of preceding multi-class classifiers in the chain are treated as extra input features when building subsequent ones. Obviously, its effectiveness is largely affected by the chaining order over class spaces which can be specified in deterministic manner [7] or random manner [8].
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In addition, lots of existing works explicitly model dependencies among class variables with different families of directed acyclic graph (DAG) structures [9,10], which form a family of probabilistic graphical models for MDC called multi-dimensional Bayesian network classifiers. Recent works focus on more efficient structure learning strategies which is still challenging [23–25]. Class powerset (CP) approach models class dependencies by converting the original MDC problem into one MCC problem, where each distinct class combination existing in training set is regarded as a new class label in the new MCC problem. Considering the possible huge number of class labels (with at most $\prod_{i=1}^{m}K_i$ class labels after powerset transformation), it will be helpful to group MDC class spaces into super-classes so as to facilitate the subsequent model induction for MDC [11].

3. The KRAM approach

It has been widely acknowledged that modeling class dependencies in output space plays a crucial role when attempting to induce better MDC models, the importance of manipulating input (feature) space, however, hasn’t been well investigated for MDC studies. In this section, we will present the technical details of our proposed KRAM approach, which aims at improving the generalization performance of existing MDC approaches via augmenting MDC examples’ original features with the help of KNN techniques.

Following the same notations as used in previous sections, let $D = \{(x_i, y_i) \mid 1 \leq i \leq m\}$ be the MDC training set where $y_i = [y_{i1}, y_{i2}, \ldots, y_{ip}]^T \in \mathbb{R}^p$ is the corresponding class vector associated with $x_i$. For each instance $x_i$, let $N(x_i) = \{i \mid 1 \leq r \leq k\}$ be the set of indices for $x_i$’s $k$ nearest neighbors which are identified in [D]. Here, Euclidean distance is utilized to measure the similarities between two instances, and for convenience, we assume that distance between $x_i$ and $x_j$, is in ascending order, which means that the smaller the value of $r$, the closer the distance between $x_i$ and $x_j$. Then, an indicating vector $v_{ja} = [v_{ja}(1), \ldots, v_{ja}(k)]^T \in \{0, 1\}^k$ is defined as follows:

$$v_{ja}(r) = [y_{ij} - c_{Ja}]_+ (1 \leq r \leq k, i \in N(x_j)) \quad (1)$$

Here, $1 \leq a \leq K_j, 1 \leq j \leq q, y_{ij} = [y_{i1}, y_{i2}, \ldots, y_{ip}]^T$ is the corresponding class vector associated with $x_j$. The predicate $[\pi]_+$ returns 1 if $\pi$ holds and 0 otherwise. Therefore, $v_{ja}(r)$ records whether the $x_i$’s $r$th nearest neighbor $x_j$ has class label $c_{Ja}$ in the $j$th class space or not.

Based on $v_{ja}$, the following discrete version of statistics $\delta_j^a = [\delta_{j1}^a, \delta_{j2}^a, \ldots, \delta_{jk}^a]^T$ can be defined w.r.t. the $j$th class space:

$$\delta_{ja}^a = (1_k, v_{ja}) \quad (1 \leq a \leq K_j) \quad (2)$$

Here, $1_k$ is a column vector of all ones with length $k$ and $(\cdot, \cdot)$ returns inner product of two vectors. Therefore, $\delta_{ja}^a$ records the number of examples in $x_i$’s $k$ nearest neighbors whose class label equals $c_{Ja}$ in the $j$th class space. According to the definition in Eq. (2), it is easy to know that $\sum_{a=1}^{K_j} \delta_{ja}^a = k$ holds.

After traversing each class space one by one, a total of $q$ different counting statistics $\delta_j^a (1 \leq j \leq q)$, each of which contains $K_j$ elements, can be generated. By concatenating all these $q$ counting statistics, we can define the following augmented feature vector $\Delta_x$ for $x$:

$$\Delta_x = [\delta_1, \delta_2, \ldots, \delta_q]^T \quad (3)$$

Based on the above feature vector, the original MDC training set $D$ can be transformed into:

$$\tilde{D} = \{(\tilde{x}_i, y_i) \mid 1 \leq i \leq m\} \quad (4)$$

Here, $\tilde{x}_i = [x_i, \Delta_x] \in \tilde{X}$ which means $\tilde{x}_i$ is comprised of a concatenation of $x_i$ and $\Delta_x$. $\tilde{X}$ represents a synthetic feature space which corresponds to the Cartesian product between the original feature space (i.e., $X$) and a $(\sum_{i=1}^{m}K_i)$-dimensional augmented one. Thereafter, an MDC predictive model $f: \tilde{X} \rightarrow \mathbb{Y}$ can be trained over the new constructed data set $\tilde{D}$ by applying any off-the-shelf MDC training algorithm ($\mathbb{C}$). Given an unseen instance $x^\ast$, its predicted class vector $y^\ast$ can be assigned by feeding its corresponding augmented instance $\tilde{x}^\ast$ into $f$.

Obviously, discrete version of statistics in Eq. (2) utilizes standard kNN techniques. Standard kNN approach simply assigns a test instance the class of the majority of its $k$ nearest neighbors, i.e., the class of test instance is voted uniformly by its $k$ nearest neighbors. As a popular variation, weighted kNN predicts the class of a test instance via non-uniformly voting by its $k$ nearest neighbors. The closer distance between test instance and neighbor is, the greater weight the neighbor has. Following the idea of weighted kNN, another continuous version of augmented feature vector is designed based on the discrete one defined in Eqs. (1) – (3).

According to the motivation of weighted kNN, in this paper, the weight vector for $k$ nearest neighbors is simply set as $w = [1, 1/\sqrt{2}, \ldots, 1/\sqrt{k}]^T$. Then, a bias $\zeta_j^a$ for $\delta_{ja}$ in Eq. (2) is defined according to $v_{ja}$ in Eq. (1) as follows:

$$\zeta_{ja}^a = \frac{(w, v_{ja}) - \min(v_{ja})}{\max(v_{ja}) - \min(v_{ja})} (\zeta_{max} - \zeta_{min}) + \zeta_{min} \quad (5)$$

Here, $\max(v_{ja}) = \sum_{r=1}^{k} w(r), \min(v_{ja}) = \sum_{r=1}^{k} (1_k, v_{ja})_r w(r)$ represent the possible maximum and minimum of $(w, v_{ja})$, respectively, where $w(r)$ denotes the $r$th element of weight vector $w$, $\zeta_{max}$ and $\zeta_{min}$ are two hyper-parameters, and $\zeta_{max} - \zeta_{min} \leq 1$ holds. In this paper, we set $\zeta_{max} = 0.5$ and $\zeta_{min} = 0$. We can easily know that $\zeta_{min} \leq \zeta_{ja}^a \leq \zeta_{max}$.

Then, compared with the discrete version of statistics defined in Eq. (2), we can define another continuous version of statistics $\delta_{j}^a = [\delta_{j1}^a, \delta_{j2}^a, \ldots, \delta_{jk}^a]^T$ as follows:

$$\delta_{ja}^a = (1_k, v_{ja}) + \zeta_{ja}^a (1 \leq a \leq K_j) \quad (6)$$

Based on Eq. (6), we can have the continuous version of $\Delta_x$ in Eq. (3) and then transformed data set $\tilde{D}$ in Eq. (4).

Algorithm 1 summarizes the complete procedure of the proposed KRAM approach. Firstly, the original feature vector of each training example is enriched by two different kNN-augmented features: for discrete type, simple counting statistics derived from neighboring MDC examples is used, and for continuous type, extra bias is added into the simple counting statistics, and then a transformed MDC training set is gradually constructed (steps 1–17). After that, a MDC model is trained over the transformed MDC training data set $\tilde{D}$ (step 18). Finally, for unseen instance, its class vector can be predicted based on the original features combined with augmented features (steps 19–21). In the remaining parts of this paper, we denote the discrete version as $\text{KRAM}_d$ and the continuous version as $\text{KRAM}_c$, respectively.

As shown in Algorithm 1, the kNN-augmented features generation procedure (steps 1–17) and the MDC predictive model induction procedure (step 18) are detached. In other words, the proposed KRAM approach is actually a meta-strategy for MDC model induction, where any existing MDC training algorithm (i.e., $\mathbb{C}$ in step 18) can be employed to instantiate KRAM. Besides, both the two versions of KRAM-augmented features designed in this paper should only be considered as a first attempt towards feature manipulation techniques for MDC and are not meant to be the best possible implementation among other feasible choices in future.

Generally speaking, KRAM embodies two major merits: 1) Simplicity: As shown in Algorithm 1, the KRAM is very succinct and can be implemented easily. Specifically, the most time-consuming operation of KRAM is the $k$ nearest neighbors identification process.
Algorithm 1 The proposed KRAM approach.

Input: \( D \): MDC training set \( \{(x_i, y_i) \mid 1 \leq i \leq m\} \)
\( k \): number of nearest neighbors considered
\( \mathcal{L} \): MDC training algorithm
\( x^* \): unseen instance

Output: \( y^* \): predicted class vector for \( x^* \)
1. \( \hat{D} = \emptyset \);
2. for \( i = 1 \) to \( m \) do
3. Identify \( k \) nearest neighbors of \( x_i \) in \( D \) and store their indices in \( \mathcal{N}(x_i) \);
4. for \( j = 1 \) to \( q \) do
5. for \( a = 1 \) to \( K_j \) do
6. switch type do
7. case discrete:
8. Calculate \( \delta_j^{x_i} \) according to Eq. (2);
9. case continuous:
10. Calculate \( \delta_j^{x_i} \) according to Eq. (6);
11. end switch
12. end for
13. Set \( \delta_j^x = [\delta_j^{x_1}, \delta_j^{x_2}, \ldots, \delta_j^{x_q}]^T \);
14. end for
15. Set \( \Delta_k = [\delta_1^x, \delta_2^x, \ldots, \delta_q^x] \);
16. \( \hat{D} = \hat{D} \cup (x_i, y_i) \), where \( x_i = [x_i, \Delta_k] \);
17. end for
18. Train MDC model \( f \) over \( \hat{D} \), i.e., \( f \leftarrow \mathcal{L}(\hat{D}) \);
19. Identify \( k \) nearest neighbors of \( x^* \) in \( \hat{D} \) and store their indices in \( \mathcal{N}(x^*) \);
20. Augment \( x^* \) with \( \Delta_k \), being calculated the same as training set, i.e., \( \tilde{x}^* = [x^*, \Delta_k] \);
21. Return \( y^* = f(\tilde{x}^*) \).

which has been well studied in kNN researches. The number of augmented features’ dimension equals \( \sum_{j=1}^{q} K_j \) which is not large usually, so there will not be too much extra computation. 2) Effectiveness: experimental studies reported in Section 4 clearly validate the fact that KRAM can improve the generalization abilities of any off-the-shelf MDC approaches.

4 Experiments

4.1 Experimental setup

4.1.1 Benchmark data sets

To validate the effectiveness of our proposed KRAM approach in improving the predictive abilities of existing MDC approaches, a total of 15 data sets have been used for performance comparison. Table 1 summarizes the characteristics of all benchmark data sets, including the number of examples (#Exam.), the number of class spaces (#Dim.), the number of class labels per class space (#Labels/Dim.),2 and the number of features (#Features).

The first nine benchmark data sets in Table 1 are collected from different MDC tasks in real world:

- **Edm** aims at predicting control operations during electrical discharge machining process [26]. This data set includes totally 2 class spaces which correspond to two parameters of controlling gap and flow respectively.
- **Flare1** aims at predicting the number of times certain types of solar flare occurred within 24 h period [27]. This data set includes totally 3 class spaces which correspond to common, moderate, and severe solar flares respectively.
- **Song** aims at predicting different characteristics of songs. This data set includes totally 3 class spaces which correspond to the scenarios, genre and emotion of one song respectively. Besides, all songs are collected and annotated by ourselves.
- **Voice** aims at predicting some characteristics of a piece of human voice.3 This data set includes totally 2 class spaces which correspond to mean frequency range and speaker’s gender respectively [20].
- **Thyroid** aims at estimating types of thyroid problems based on personal information of patients [27]. This data set includes totally 7 class spaces which correspond to seven different diagnosis respectively.
- **Flickr1** aims at predicting objects in MIRFLICKR25000 [30] which are re-annotated by ourselves according to MDC framework and just part of pictures are reserved. This data set includes totally 5 class spaces which correspond to sky, people, night, plant, indoor respectively.

The last six data sets in Table 1 are selected from multi-label classification tasks including audio classification: Music [11], text classification: Enron,4 image classification: Image [31], Scene [32], gene functional analysis: Yeast [33], and video classification: mediamill [34]. For these data sets, each class variable is binary-valued which is widely known as label.5

To the best of our knowledge, this paper employs more real-world MDC data sets than most state-of-the-art works on multi-dimensional classification [9,11,13]. Moreover, as shown in Table 1, the characteristics of all benchmark data sets are very diversified, e.g., the number of examples ranges from 154 to 41583, the number of features ranges from 10 to 1536, and the ratio of sum of all the numbers of class labels in each class space to the number of
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5 For Enron, we just use 10 out of all 53 labels with most positive instances. For Mediamill, we just use 11 out of all 120 labels similar to Enron. And instances without relevant labels are removed.
Table 2
Predictive performance of BR and its two version KRAM counterparts (mean ± std. deviation) in terms of all three evaluation metrics. In addition, ∗/∗ indicates whether KRAM-BR or KRAM-BR is statistically superior/inferior to BR on each data set, and results in bold face of KRAM-BR or KRAM-BR indicate that current KRAM version is statistically superior to the other version on each data set (pairwise t-test at 0.05 significance level).

(a) Multi-class classifier: SVM

<table>
<thead>
<tr>
<th>Data Set</th>
<th>BR</th>
<th>KRAM-BR</th>
<th>KRAM-BR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edm</td>
<td>0.689 ± 0.070</td>
<td>0.734 ± 0.038*</td>
<td><strong>0.760 ± 0.095</strong></td>
</tr>
<tr>
<td>Flare1</td>
<td>0.922 ± 0.034</td>
<td>0.952 ± 0.033</td>
<td>0.921 ± 0.034</td>
</tr>
<tr>
<td>Song</td>
<td>0.793 ± 0.023</td>
<td>0.787 ± 0.023</td>
<td><strong>0.786 ± 0.024</strong></td>
</tr>
<tr>
<td>WQGlia</td>
<td>0.657 ± 0.016</td>
<td>0.664 ± 0.013</td>
<td>0.667 ± 0.014*</td>
</tr>
<tr>
<td>WQani</td>
<td>0.630 ± 0.014</td>
<td>0.635 ± 0.012*</td>
<td><strong>0.637 ± 0.012</strong></td>
</tr>
<tr>
<td>WQ</td>
<td>0.644 ± 0.013</td>
<td>0.646 ± 0.010</td>
<td>0.648 ± 0.011</td>
</tr>
<tr>
<td>Voice</td>
<td>0.964 ± 0.007</td>
<td>0.957 ± 0.008*</td>
<td><strong>0.957 ± 0.007</strong></td>
</tr>
<tr>
<td>Thyroid</td>
<td>0.965 ± 0.002</td>
<td>0.969 ± 0.003*</td>
<td><strong>0.969 ± 0.003</strong></td>
</tr>
<tr>
<td>Flickr</td>
<td>0.791 ± 0.005</td>
<td>0.790 ± 0.006</td>
<td>0.790 ± 0.006</td>
</tr>
<tr>
<td>Music</td>
<td>0.808 ± 0.023</td>
<td>0.818 ± 0.023</td>
<td>0.818 ± 0.023</td>
</tr>
<tr>
<td>ExN</td>
<td>0.808 ± 0.013</td>
<td>0.807 ± 0.010</td>
<td>0.805 ± 0.010</td>
</tr>
<tr>
<td>Image</td>
<td>0.828 ± 0.010</td>
<td>0.841 ± 0.011*</td>
<td><strong>0.842 ± 0.012</strong></td>
</tr>
<tr>
<td>Scene</td>
<td>0.895 ± 0.009</td>
<td>0.918 ± 0.008*</td>
<td><strong>0.918 ± 0.008</strong></td>
</tr>
<tr>
<td>Yeast</td>
<td>0.801 ± 0.006</td>
<td>0.811 ± 0.007</td>
<td>0.812 ± 0.006</td>
</tr>
<tr>
<td>Mediamil</td>
<td>0.830 ± 0.001</td>
<td>0.859 ± 0.001*</td>
<td><strong>0.851 ± 0.001</strong></td>
</tr>
</tbody>
</table>

(b) Multi-class classifier: NB

<table>
<thead>
<tr>
<th>Data Set</th>
<th>BR</th>
<th>KRAM-BR</th>
<th>KRAM-BR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edm</td>
<td>0.677 ± 0.096</td>
<td>0.680 ± 0.088</td>
<td>0.693 ± 0.073</td>
</tr>
<tr>
<td>Flare1</td>
<td>0.886 ± 0.061</td>
<td><strong>0.872 ± 0.051</strong></td>
<td>0.838 ± 0.059</td>
</tr>
<tr>
<td>Song</td>
<td>0.626 ± 0.038</td>
<td>0.629 ± 0.034</td>
<td>0.623 ± 0.033</td>
</tr>
<tr>
<td>WQGlia</td>
<td>0.397 ± 0.028</td>
<td><strong>0.506 ± 0.031</strong></td>
<td>0.475 ± 0.037*</td>
</tr>
<tr>
<td>WQani</td>
<td>0.381 ± 0.021</td>
<td><strong>0.419 ± 0.019</strong></td>
<td>0.400 ± 0.022*</td>
</tr>
<tr>
<td>WQ</td>
<td>0.389 ± 0.017</td>
<td><strong>0.488 ± 0.023</strong></td>
<td>0.443 ± 0.016*</td>
</tr>
<tr>
<td>Voice</td>
<td>0.882 ± 0.008</td>
<td><strong>0.921 ± 0.006</strong></td>
<td><strong>0.939 ± 0.010</strong></td>
</tr>
<tr>
<td>Thyroid</td>
<td>0.926 ± 0.005</td>
<td><strong>0.925 ± 0.003</strong></td>
<td>0.704 ± 0.030</td>
</tr>
<tr>
<td>Flickr</td>
<td>0.648 ± 0.007</td>
<td><strong>0.654 ± 0.007</strong></td>
<td>0.659 ± 0.007*</td>
</tr>
<tr>
<td>Music</td>
<td>0.743 ± 0.018</td>
<td>0.761 ± 0.023</td>
<td>0.760 ± 0.027</td>
</tr>
<tr>
<td>Enron</td>
<td>0.535 ± 0.012</td>
<td>0.576 ± 0.015*</td>
<td>0.574 ± 0.014*</td>
</tr>
<tr>
<td>Image</td>
<td>0.573 ± 0.016</td>
<td>0.586 ± 0.010*</td>
<td>0.595 ± 0.016*</td>
</tr>
<tr>
<td>Scene</td>
<td>0.763 ± 0.007</td>
<td>0.777 ± 0.009*</td>
<td><strong>0.791 ± 0.011</strong></td>
</tr>
<tr>
<td>Yeast</td>
<td>0.699 ± 0.010</td>
<td><strong>0.695 ± 0.014</strong></td>
<td>0.704 ± 0.013</td>
</tr>
<tr>
<td>Mediamil</td>
<td>0.602 ± 0.001</td>
<td>0.659 ± 0.002*</td>
<td><strong>0.673 ± 0.001</strong></td>
</tr>
</tbody>
</table>

features ranges from 0.01 to 3.50 (i.e., the ratio of the number of augmented features to the number of original features). Therefore, the reported experimental results in this paper are quite comprehensive which can validate the effectiveness of KRAM more thoroughly.

4.1.2. Evaluation metrics

Given the test data set $S = \{x_i, y_i\} \mid 1 \leq i \leq p$ with $p$ MDC examples, where $y_i = [y_{i1}, y_{i2}, \ldots, y_{ip}]$ is the ground-truth class vector of $x_i$. Moreover, let $f: X \rightarrow Y$ denote the induced MDC predictive model which is to be evaluated, and let $\hat{y}_i = f(x_i) = [\hat{y}_{i1}, \hat{y}_{i2}, \ldots, \hat{y}_{ip}]$ be the predicted class vector for $x_i$ by function $f$. Then, $r(i) = \sum_{j=1}^{p} |y_j - \hat{y}_j|$ denotes the number of class labels correctly classified by $f$. Based on these notations, the definition of the three metrics employed in this paper are given as follows:

- **Hamming Score**:
  
  $H_{Score}(f) = \frac{1}{p} \sum_{i=1}^{p} \sum_{j=1}^{q} r(i)$

  The value of this metric can be regarded as the probability of that all class label of one test example is correctly predicted by the induced MDC model.

- **Exact Match**:
  
  $E_{Match}(f) = \frac{1}{p} \sum_{i=1}^{p} |r(i)|$

  The value of this metric can be regarded as the probability of that at least $q - 1$ class labels of one test example are correctly predicted simultaneously by the induced MDC model. Generally, the value of exact match might be rather low when the number of class spaces is large.

- **Sub-Exact Match**:
  
  $SE_{Match}(f) = \frac{1}{p} \sum_{i=1}^{p} |r(i)| - 1$

  The value of this metric can be regarded as the probability of that at least $q - 1$ class labels of one test example are correctly predicted simultaneously by the induced MDC model. Obviously, it is a relaxed version of exact match.

4.1.3. Compared approaches

As stated before, the proposed KRAM approach is a meta-strategy to induce MDC predictive models. This means that any off-the-shelf MDC approaches can be employed to instantiate KRAM to further improve their generalization performance. Here, a total of four well-established MDC approaches [11] serve this purpose:

- **Binary Relevance (BR)**: This approach solves the MDC problem by training a number of multi-class classifiers independently, one per class space. In other words, BR completely ignores class dependencies.
- **Ensembles of Classifier Chains (ECC)**: This approach solves the MDC problem by training a chain of multi-class classifiers, one per class space. Specifically, the subsequent multi-class
classifiers in the chain are built by augmenting the feature space with the predictions of preceding multi-class classifiers. In other words, ECC models class dependencies via assuming chaining structures over class spaces. Besides, different base models in an ensemble of classifier chains consider different random chaining orders.

- **Ensembles of Class Powerset (ECP):** This approach solves the MDC problem by training a single multi-class classifier. Specifically, each distinct class combination in training set is treated as a new class label. In other words, ECP models class dependencies via powerset transformation. Besides, different base models in an ensemble of class powerset classifiers are built over different sub-training sets which are randomly sampled from the original training set.

- **Ensembles of Super Class classifiers (ESC):** This approach solves the MDC problem by partitioning class spaces into super-classes, where the partition process is fulfilled according to conditional dependencies among class spaces. In other words, ESC models class dependencies via the new generated super-classes. Specifically, different base models in an ensemble of super-class classifiers are built over different sub-training sets which are randomly sampled from the original training set.

For each ensemble approach (i.e., ECC, ECP and ESC), its base MDC model is induced over a sub-training set which contains 67% examples sampled from the original one randomly, and a total of 10 base MDC models are employed in this paper [11]. Moreover, majority voting strategy is used to combine the predictions of all base MDC models for each example.

As implementing each MDC approach also necessitates a base multi-class classifier, both support vector machine (SVM) and Naïve Bayes (NB) are investigated in this paper. Specifically, SVM is implemented by LIBSVM [35] where the type of kernel function is linear and the regularization parameter C is set to 1. NB takes the common implementation where Gaussian pdf is used for continuous features and frequency counting with Laplacian correction is used for discrete features. Besides, the only parameter k for Kram, which denotes the number of nearest neighbors considered, is set to 8 when conducting comparative experiments.

Let $Kram_{\alpha}$ be the instantiation of $Kram$ with $\alpha$, where $\alpha$ denotes one of the compared approaches, i.e., $\alpha \in \{NB, ECC, ECP, ESC\}$. To show whether $Kram$ could improve the generalization abilities of MDC approaches, our aim is to compare predictive performance of $Kram_{\alpha}$ against $\alpha$. On each configuration (each approach in terms of each metric on each data set), ten-fold cross-validation is conducted where both the mean metric value and corresponding standard deviation are recorded for performance comparison.

4.2. Experimental results

The detailed experimental results are reported in Tables 2-5 for all MDC approaches and their Kram counterparts in terms of hamming score, exact match, and sub-exact match respectively. Based on the ten-fold cross-validation results of each data set, pairwise t-test
at 0.05 significance level is further conducted to show whether the performance of each Kram counterpart is significantly different to its corresponding MDC approach with different multi-class classifiers (SVM or NB). Accordingly, the resulting win/tie/loss counts are summarized in Table 6 in terms of each evaluation metric over the 15 benchmark data sets.

Based on the experimental results mentioned above, it is interesting to obtain the following observations:

- Among all the 720 configurations (15 data sets × 4 MDC approaches × 3 metrics × 2 multi-class classifiers × 2 versions of Kram), the Kram counterpart can achieve superior or at least comparable performance against its corresponding MDC approach in 643 configurations (about 89.3%).
- BR deals with MDC tasks by independent decomposition, where potential class dependencies are totally neglected in this approach. It is shown in Table 6 that Kram-BR can achieve superior or at least comparable performance against BR in 167 out of 180 cases. This observation indicates that helpful discriminative information is indeed brought into feature space via the kNN-augmented features generated by Kram. Specifically, these discriminative information can be regarded as an alternative way of dependency modeling when designing MDC approaches.
- Both ECC and ESC deal with MDC tasks by explicitly modeling class dependencies, which are fulfilled by specifying a chaining structure over class spaces or grouping class spaces into super-classes. It is worth noting that for these two MDC approaches which are designed under the inherent mechanism of dependency modeling, the kNN-augmented features generated by Kram can also help improve their generalization performance significantly.
- ECP deals with MDC tasks by modeling full-order class dependencies, where all distinct class combinations in training set have been treated as new classes in the learning phase. It is shown that the kNN-augmented features generated by Kram can generally help improve ECP's generalization performance, while there are 35 cases where Kram-ECP performs significantly inferior to ECP (the number of loss cases is a lot more than BR, ECC and ESC relatively). Most of these under-performing cases (29 out of 35) occur on data sets Flickr, Thyroid and WaterQuality (including its two divisions WQPlants and WQUnimals), in which the possible number of class combinations is high (e.g., 4! for WaterQuality).

### 4.3. Further analysis

#### 4.3.1. Comparison between two Kram versions

To show whether the performance between two versions of Kram, i.e. Kram-M – A and Kram-M – A, is significantly different, pairwise t-test based on ten-fold cross-validation (at 0.05 significance level) is also conducted, and we use bold face type for the statistically superior one in Tables 2–5. Table 7 summarizes the resulting win/tie/loss counts accordingly.

Based on the experimental results mentioned above, it is interesting to obtain the following observations:
Table 5

Predictive performance of ESC and its two version Kram counterparts (mean ± std. deviation) in terms of all three evaluation metrics. In addition, * or † indicates whether KramESC or KramESC is statistically superior/inferior to ESC on each data set, and results in bold face of KramESC-ESC or KramESC-ESC indicate that current Kram version is statistically superior to the other version on each data set (pairwise t-test at 0.05 significance level).

(a) Multi-class classifier: SVM

<table>
<thead>
<tr>
<th>Data Set</th>
<th>KramESC</th>
<th>KramESC</th>
<th>ESC</th>
<th>Exact Match</th>
<th>KramESC</th>
<th>KramESC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edm</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flare1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Song</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WQpla</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WQxni</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WQ</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Voice</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thyroid</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flickr</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Music</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Enron</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Image</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scene</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yeast</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mediannil</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(b) Multi-class classifier: NB

<table>
<thead>
<tr>
<th>Data Set</th>
<th>KramESC</th>
<th>KramESC</th>
<th>ESC</th>
<th>Exact Match</th>
<th>KramESC</th>
<th>KramESC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edm</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flare1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Song</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WQpla</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WQxni</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WQ</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Voice</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thyroid</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flickr</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Music</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Enron</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Image</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scene</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yeast</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mediannil</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6

Win/loss counts of pairwise t-test (at 0.05 significance level) between each MDC approach and its Kram counterpart in terms of hamming score (HScore), exact match (EMatch), and sub-exact match (SEMatch).

<table>
<thead>
<tr>
<th></th>
<th>multi-class classifier: SVM</th>
<th></th>
<th>multi-class classifier: NB</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Hamming Score</strong></td>
<td></td>
<td><strong>Exact Match</strong></td>
<td></td>
<td><strong>Sub-Exact Match</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KramESC-BR against BR</td>
<td>8/5/2</td>
<td>7/7/1</td>
<td>2/13/0</td>
<td>10/5/0</td>
<td>7/8/0</td>
<td>8/7/0</td>
</tr>
<tr>
<td>KramESC-ECC against ECC</td>
<td>8/6/1</td>
<td>6/8/1</td>
<td>3/12/0</td>
<td>10/5/0</td>
<td>7/8/0</td>
<td>10/5/0</td>
</tr>
<tr>
<td>KramESC-ECP against ECP</td>
<td>5/5/5</td>
<td>4/8/3</td>
<td>3/6/4</td>
<td>10/4/1</td>
<td>9/4/2</td>
<td>8/7/0</td>
</tr>
<tr>
<td>KramESC-ESC against ESC</td>
<td>7/6/2</td>
<td>6/7/2</td>
<td>4/10/1</td>
<td>8/6/1</td>
<td>6/8/1</td>
<td>8/7/0</td>
</tr>
<tr>
<td><strong>Kram-ESC against BR</strong></td>
<td>8/6/1</td>
<td>7/7/2</td>
<td>1/12/0</td>
<td>11/2/2</td>
<td>7/5/3</td>
<td>8/5/2</td>
</tr>
<tr>
<td><strong>Kram-ESC against ECC</strong></td>
<td>8/5/2</td>
<td>6/8/1</td>
<td>3/12/0</td>
<td>11/2/2</td>
<td>7/5/3</td>
<td>9/4/2</td>
</tr>
<tr>
<td><strong>Kram-ESC against ECP</strong></td>
<td>5/5/5</td>
<td>6/6/3</td>
<td>3/7/5</td>
<td>8/4/3</td>
<td>7/6/2</td>
<td>9/4/2</td>
</tr>
<tr>
<td><strong>Kram-ESC against ESC</strong></td>
<td>7/6/2</td>
<td>6/8/1</td>
<td>4/10/1</td>
<td>9/3/3</td>
<td>6/7/2</td>
<td>9/4/2</td>
</tr>
<tr>
<td><strong>In Total</strong></td>
<td>56/44/20</td>
<td>48/59/13</td>
<td>24/84/12</td>
<td>77/31/12</td>
<td>56/52/12</td>
<td>69/43/8</td>
</tr>
</tbody>
</table>

Table 7

Win/loss counts of pairwise t-test (at 0.05 significance level) between Kram_A and Kram_A (A ∈ {BR, ECC, ECP, ESC}) in terms of hamming score (HScore), exact match (EMatch), and sub-exact match (SEMatch).

<table>
<thead>
<tr>
<th></th>
<th>multi-class classifier: SVM</th>
<th></th>
<th>multi-class classifier: NB</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Hamming Score</strong></td>
<td></td>
<td><strong>Exact Match</strong></td>
<td></td>
<td><strong>Sub-Exact Match</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kram_A-BR against BR</td>
<td>0/13/2</td>
<td>0/12/3</td>
<td>0/14/1</td>
<td>5/4/6</td>
<td>4/6/5</td>
<td>3/7/5</td>
</tr>
<tr>
<td>Kram_A-ECC against Kram_A-ECC</td>
<td>1/11/3</td>
<td>1/14/1</td>
<td>0/14/1</td>
<td>6/3/6</td>
<td>4/6/5</td>
<td>3/7/5</td>
</tr>
<tr>
<td>Kram_A-ECP against Kram_A-ECP</td>
<td>0/14/1</td>
<td>0/13/2</td>
<td>0/14/1</td>
<td>6/5/4</td>
<td>5/7/3</td>
<td>5/8/3</td>
</tr>
<tr>
<td>Kram_A-ESC against Kram_A-ESC</td>
<td>0/14/1</td>
<td>0/13/2</td>
<td>0/14/1</td>
<td>6/4/5</td>
<td>4/6/3</td>
<td>5/5/5</td>
</tr>
<tr>
<td><strong>In Total</strong></td>
<td>1/24/7</td>
<td>15/54/7</td>
<td>55/55</td>
<td>23/16/21</td>
<td>17/27/16</td>
<td>15/27/18</td>
</tr>
</tbody>
</table>
Fig. 2. Performance of Kram-BR changes in terms of hamming score (HScore), exact match (EMatch), and sub-exact match (SEMatch) as k ranges from 5 to 10 on five data sets.

- Across all the 360 configurations (15 data sets × 3 metrics × 2 multi-class classifiers), Kram_d and Kram_c tie 230 times (about 63.9%), Kram_d wins 56 times, and Kram_c wins 74 times. So, two versions of Kram have comparable performance in general.
- When SVM is utilized as the multi-class classifier, performance of Kram_d is relatively better. Specifically, the performance of Kram is comparable with Kram_d in most cases and superior in some cases with SVM (with only one loss on HScore with ECC approach).
- When NB is utilized as the multi-class classifier, Kram_d achieves relatively more robust performance than Kram_c does. Specifically, there are more wins and loss cases with NB between Kram_c and Kram_d. However, Kram_c will achieve very poor performance in some configurations compared with Kram_d (e.g., Thyroid) while Kram_d won’t even if it achieves significantly inferior performance to Kram_c. Possible reason is that NB assumes Gaussian pdf for continuous features, while Kram_d’s continuous augmented features will unfit this assumption sometimes. Obviously, the more imbalanced class distribution is, the more severe unfairness will be, then Kram_c will achieve worse performance, and vice versa.
- In summary, Kram_c should be a better choice when SVM is utilized as the multi-class classifier, while it depends on the characteristics of concrete data set and MDC approach when making a choice between Kram_d and Kram_c with NB as the multi-class classifier.

4.3.2. Parameter sensitivity analysis

As shown in Algorithm 1, there is only one parameter to be specified for Kram, i.e., k, which is fixed to 8 in previous sections. To justify this parameter setting, we also investigate the sensitivity of Kram w.r.t. the value of k. In terms of each evaluation metric, Fig. 2 illustrates how the performance of Kram (with MDC approach BR) changes as the value of k increases from 5 to 10. It is shown that both two Kram versions can achieve relatively stable performance when the value of k varies. Therefore, in this paper, the value of k is moderately set to 8 which is also the recommended parameter setting of Kram. Moreover, parameter insensitivity serves as a desirable property which keeps Kram away from sophisticated parameter-tuning issue for practical use.

In this paper, both SVM and NB are utilized as the multi-class classifier to implement each MDC approach. Here, we also investigate the sensitivity of Kram w.r.t. the regularization parameter C of LIBSVM [35] (The common NB implementation doesn’t involve specific parameters to be tuned). In terms of each evaluation metric, Fig. 3 illustrates how the performance of Kram (with MDC approach BR) changes as the regularization parameter C ranges in [0.01, 0.1, 1, 10, 100]. It is shown that both of the two Kram versions can achieve relatively better performance when C = 1, which is also the default parameter setting of LIBSVM.

4.3.3. Alternative experimental analysis

The four selected compared approaches (i.e. BR, ECC, ECP, ESC) all necessitate a multi-class classifier for implementation, in this subsection, we also investigate the gMML approach [13] as compared approach which does not necessitate a base multi-class classifier. Specifically, gMML alternately learns linear regression models for each class label as well as a Mahalanobis distance metric to solve MDC problem effectively, where the Mahalanobis distance metric can make the distance between linear regression outputs of one example and its ground-truth class label vector closer. The detailed experimental results are reported in Table 8. It is shown that the kNN-augmented features generated by Kram can also help improve the generalization performance of gMML and the performance of the Kram_c version is relatively better.
Fig. 3. Performance of KRAM-BR changes in terms of hamming score (HScore), exact match (EMatch), and sub-exact match (SEMatch) as the LIBSVM regularization parameter C ranges in [0.01, 0.1, 1, 10, 100] on five data sets.

Table 8 Predictive performance of gMML and its two version KRAM counterparts (mean ± std. deviation) in terms of all three evaluation metrics. In addition, */+ indicates whether KRAM_{gMML} (denoted as KRAM or KRAM, for short) is statistically superior/inferior to gMML on each data set, and results in bold face of KRAM_{gMML} or KRAM indicate that current KRAM version is statistically superior to the other version on each data set (pairwise t-test at 0.05 significance level).

5. Conclusion

Most existing works for multi-dimensional classification focus on modeling class dependencies in output space, while this paper extends our preliminary work [12] which solves MDC problems by manipulating the input space. The major contribution of our research is to propose a feature augmentation strategy for multi-dimensional classification that augments feature space with augmented features generated via combining with class space, which suggests an alternative solution to induce MDC models. To justify the proposed strategy, a simple yet effective approach named KRAM is designed based on kNN techniques, and comprehensive comparative studies have been conducted to validate its effectiveness accordingly. Experimental results show that: (a) Both versions of KRAM, i.e., discrete version KRAM_{dc} and continuous version KRAM_{c}, can improve predictive performance of existing MDC approaches; (b) KRAM_{c} has more stable performance than KRAM_{dc} when the base multi-class classifier is sensitive to the feature type (discrete or continuous), e.g., Naïve Bayes classifier. For other base multi-class classifier less sensitive to feature type, e.g., SVM, KRAM_{c} is likely to be a better choice; (c) In light of the effectiveness of KRAM, feature augmentation technique can be further studied as an alternative strategy for modeling class dependencies.

As an initial attempt towards solving MDC problem with feature augmentation, there are several potential ways that the current KRAM instantiation can be improved: (a) In addition to the
simple counting statistics derived from k nearest neighbors, more by trying to exploit available domain knowledge [36]; (b) Other than the meta-strategy for feature augmentation, customized feature augmentation techniques can be investigated for given MDC approaches; (c) Similar to the label-specific features techniques for multi-label classification [37,38], it is worthwhile to investigate the feasibility of generating specific augmented features w.r.t. each class space.
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