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A first attempt towards adapting maximum margin technique for MDC is
investigated. Specifically, a novel approach named M3MDC is proposed which
considers the margin over MDC examples via OvO decomposition and models
the dependencies among class spaces with covariance regularization.
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The M3MDC Approach

Optimization
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Experiments
Experimental Setup

Experimental Results

Across all the 30 cases (10 data sets × 3 metrics), M3MDC ranks first in 21 cases;

In terms of Hamming Score, M3MDC is statistically better than BR/ECC/ECP/ESC;

In terms of all evaluation metrics, M3MDC is statistically better than BR;

For more details about experimental results and some further analysis (parameter 
sensitivity, correlation analysis, convergent characteristics), please see our paper.

Our Paper

Dim. 1: Genre rock, popular, classical, etc.

Dim. 2: Instrument

Dim. 3: Language

piano, violin, guitar, etc.

English, Chinese, Spanish, etc.

(A piece of music)MDC example

Settings:

Input :

Output :

Our Goal : adapting maximum margin techniques for MDC

Two Key Challenges:

(I) modeling outputs from different dimensions are not comparable

(II) dependencies among different dimensions should be considered
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Notations:

Remarks: (I) The optimization problem is jointly convex w.r.t. W, b and C ;
(II) Due to the non-linear and non-smooth constraint , it is not 
easy to solve the optimization problem directly;
(III) In this paper, an alternating method is used to solve it:

➢ 10 Data sets and  3 Evaluation metrics

➢ Comparing Algorithms: [Read et al., TKDE14]

➢ Experimental Protocol: Ten-fold cross-validation


