
Distilling Cross-Task Knowledge via Relationship Matching

 We propose REFILLED approach to distill knowledge from a 
cross-task teacher trained on non-overlapping classes.

 We emphasize that the comparison ability between 
instances is an essential factor to relate two domains.

 State-of-the-art experimental results under 3 settings.

Highlights

 Input: training dataset 𝒟 = 𝐱𝑖 , 𝐲𝑖 𝑖=1
𝑁 where 𝐱𝑖 ∈

ℝ𝐷 and 𝐲𝑖 ∈ {0,1}𝐶.

 Objective: min
𝑓

σ𝑖=1
𝑁 ℓ(𝑓 𝐱𝑖 , 𝐲𝑖) where ℓ(∙,∙) is a loss 

function such as cross-entropy.
 Output: a deep network 𝑓 𝑥 :ℝ𝐷 ↦ {0,1}𝐶 which 

can be decomposed into a feature extractor 𝜙:ℝ𝐷 ↦
ℝ𝑑 and a linear classifier 𝑊 ∈ ℝ𝑑×𝐶.
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Knowledge Distillation
 Aside from training dataset, an extra model well-

trained on the same task 𝑓𝑇 (a.k.a teacher) is given.
 Distill “dark knowledge” from 𝑓𝑇 to improve the 

training efficacy of 𝑓𝑆 (a.k.a student).
 Let 𝑠𝜏(𝑓(𝐱𝑖)) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥( Τ𝑓(𝐱𝑖) 𝜏), we solve

min
𝑓𝑆

σ𝑖=1
𝑁 ℓ(𝑓𝑆 𝐱𝑖 , 𝐲𝑖) + 𝜆ℛ(𝑠𝜏(𝑓𝑇 𝐱𝑖 , 𝑠𝜏(𝑓𝑆 𝐱𝑖 )), 

where ℛ(∙,∙) measures the difference between two 
distributions, e.g., Kullback-Leibler divergence.

Distill the Local Classifier

Distill the Embedding

Two-Stage Distillation: Embedding + Classifier

 A triplet (𝐱𝑖 , 𝐱𝑗 , 𝐱𝑘) contains an anchor 𝐱𝑖, its neighbor 𝐱𝑗, and its impostor 𝐱𝑘.

 Based on embedding 𝜙, the stochastic triplet probability encodes how much the 
anchor is closer to its target neighbor than its impostor.

 Construct a Bernoulli distribution 𝒫𝑖𝑗𝑘 𝜙 = [𝑝𝑖𝑗𝑘 𝜙 , 1 − 𝑝𝑖𝑗𝑘 𝜙 ].

 Minimize the KL-divergence between 𝒫𝑖𝑗𝑘 𝜙𝑇 and 𝒫𝑖𝑗𝑘 𝜙𝑆 over generated triplets.

Main Idea: Triplet Alignment by Stochastic Triplet Probability

min
𝜙𝑆

෍

𝑖𝑗𝑘

𝐊𝐋(𝒫𝑖𝑗𝑘 𝜙𝑇 ||𝒫𝑖𝑗𝑘 𝜙𝑆 )

Main Idea: Distillation from Mini-Batch Nearest Class Mean Classifier
 We construct an embedding based local classifier. Denote 𝑋 ∈ ℝ𝑁×𝐷 and 𝑌 ∈ {0,1}𝑁×𝐶

as the instances and one-hot labels in a sampled mini-batch. We compute the 
embedding center of each class as 𝑃, where ⊘ denotes element-wise division. 

 The label of an instance in the batch can be determined by teacher model:

 Knowledge distillation on classes in the sampled mini-batch rather than all 𝐶 classes.

𝑃 = diag(𝟏⊘ (𝑌𝑇𝟏))𝑌𝑇𝜙𝑇(𝑋) ∈ ℝ𝐶×𝑑

𝑝𝜙𝑇
𝐲𝑖 𝐱𝑖 = softmax − 𝜙𝑇 𝐱𝑖 − 𝐩𝑐 2

2/𝜏 , 𝑐 = 1,… , 𝐶

What if 𝒇𝑻 is trained on non-overlapping classes?

𝑝𝑖𝑗𝑘 𝜙 =
exp(−Dist𝜙(𝐱𝑖 , 𝐱𝑗)/𝜏)

exp(−Dist𝜙(𝐱𝑖 , 𝐱𝑗)/𝜏) + exp(−Dist𝜙(𝐱𝑖 , 𝐱𝑘)/𝜏)

Dist𝜙 𝐱𝑖 , 𝐱𝑗 = 𝜙 𝐱𝑖 − 𝜙 𝐱𝑗 2

min
𝑓𝑆

෍

𝑖=1

𝑁

ℓ 𝑓𝑆 𝐱𝑖 , 𝐲𝑖 + 𝜆𝐾𝐿(𝑝𝜙𝑇
𝐲𝑖 𝐱𝑖 ||𝑠𝜏(𝑓𝑆 𝐱𝑖 )

 Dataset: CUB-200 split into two parts
 Model: MobileNet with different channels

Cross-Task Knowledge Distillation

Standard Knowledge Distillation

CIFAR-100, WideResNet -> WideResNet

CUB-200, MobileNet -> MobileNet

First Stage (Embedding Stage) Helps

Middle-Shot Learning

REFILLED1: ResNet backbone; REFILLED2: ConvNet backbone

Second Stage (Classifier Stage) Helps

When the number 
of classes in a task 
grows, the gradient 
norm difference 
decreases fast. But 
the decrease is 
mitigated when 
using LKD loss.

 REFILLED outperforms several baseline methods and some 
other comparison methods.

 1NN: Nearest Neighbor using teacher model
 LR: Logistic Regression using teacher model
 FT: Fine-tuning the teacher model

 REFILLED works well in standard 
knowledge distillation and middle-
shot learning.

We propose REFILLED, a cross-task knowledge distillation method 
by reusing the comparison ability of teacher model, which works 
well in cross-task KD, standard KD, and middle-shot learning.
Code: https://github.com/njulus/REFILLED


