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= State-of-the-art experimental results under 3 settings.
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= We propose REFILLED approach to distill knowledge froma | : Teacher's Embedding i
cross-task teacher trained on non-overlapping classes. E :

= We emphasize that the comparison ability between i " Aligning i
instances is an essential factor to relate two domains. | Triplets :
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Deep Networks for CIass:flcatlon

= |nput: training dataset D = {X;,y;};=, Where x; €

" Main Idea: Triplet Alignment by Stochastic Triplet Probabilit
RP andy; € {0,1}¢. ' P 5 Y P Y
N L(f(X;),y;) where £(-,+) is a loss

« Objective: min ¥ = Atriplet (X;, X;, X)) contains an anchor X;, its neighbor X;, and its impostor x.
J B " Based on embedding ¢, the stochastic triplet probability encodes how much the

function such as cross-entropy. anchor is cIoser to its target neighbor than its impostor.
| Output 3 deep network f(x) RD — {0’1}6 Wh'Ch .........................................................................................................................................................

: D : exp( DlStqb (Xu ])/T) :
can be decomposed into a feature extractor ¢p: R” — pijk (@) = Siot n Dict
R? and a linear classifier W € RaXC exp(—Disty (x;,X;)/T) + exp(=Dis ‘/’(X“Xk)/r)

Knowledge Distillation

" Aside from training dataset, an extra model well-
trained on the same task f; (a.k.a teacher) is given.

= Distill “dark knowledge” from f+ to improve the
training efficacy of f5 (a.k.a student).

" Let s;(f(X;)) = softmax(f(X;)/1), we solve
E(fs (X0, ¥1) + AR(s: (fr (X;), s: (fs(x:))), K

Disty (x;,%;) = [p(x) — d(x;)|

= Construct a Bernoulli distribution Piik(P) = [Dijr (@), 1 —pijr (P)].
= Minimize the KL- dlvergence between P; . (¢7) and ?ijk(qbs) over generated triplets.
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where R(:,-) measures the difference between two DlStl” the LOCGI CIass’fler

distributions e.g., KuIIback-LeibIer divergence - Distill the ClasSifier ==m—mmmm oo e e —————————————————————

Teacher’s Estimation
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. P e ! o it e i Main Idea: Distillation from Mini-Batch Nearest Class Mean Classifier
Te or Mode udent Mode I E . £
I oty = We construct an embedding based local classifier. Denote X € R¥*P and Y € {0,1}V*¢

A Pre-Trained model from Non- Learn current task (student) model

as the instances and one-hot labels in a sampled mini-batch. We compute the
embedding center of each class as P, where (/) denotes element-wise division.

()uerlapping Classes

Two-Stage Distillation: Embedding + Classifier

Algorithm 1 The Flow of REFILLED.

Require: Pre-trained Teacher’s Embedding ¢ .

Distill the Embedding:

for all Iter = 1,....MaxlIter do
Sample a mini-batch {(x;,y;)}.
Generate triplets {(x;, X, Xy )} with student’s embed-
dings {5 (x)}.
Compute probability of triplets p;;x(¢7) as Eq. 4.
Optimizing ¢ g by aligning triplets in Eq. 5.

end for

Distill the Classifier:

with the help of the teacher.

Standard Knowledge Distillation

Initialize fg with ¢g. (depth, width) | (40,2) (16,2) (40,1) (16, 1) :
Optimizing fg with Eq. 9. Teacher | 74.44
P e/ e Student | 74.44  70.15 6897  65.44
St t t h t It KD [20] 7547  71.87 7046 66.54
ate-oy- e-art resuits FitNet [43] | 7429 70.89 68.66 6538
_ ‘i : AT [67] | 7476 71.06 69.85  65.31
Cross-Task Knowledge Distillation ot Bt -l e o "
o, =51. =54.3
= Dataset: CUB-200 split into two parts VID-I[2] |7525 7331 7151 66.32 S ds (Classifier S ) Hel
. : : : KD+VID-I1[2]| 76.11  73.69 72.16 67.19 econ tagce assitier Stage elns
" Model: MobileNet with different channels RKD [38] | 76.62 7256 7218 6522 8 g P
Easy Hard REFILLED |7749 7401 7272 67.56 L3710 oKD When the number
Channel 1 075 05 0.25 1 075 05 0.25 CIFAR-100, WideResNet -> WideResNet :§ 1-50° of classes in a task
Teacher | INN:49.23, LR: 56.77, FT: 66.94 | INN: 45.31, LR: 53.82, FT: 65.72 5125 | grows, the gradient
Student | 70.04 68.13 6644  64.63 | 71.25 67.56 66.85  64.48 2 1.00- : norm difference
RKD[13] | 71.10 6881 67.15 6428 | 70.83 688 6744  63.97 Width Multiplier] 1 075 0.5 0.2 £ 075 decreases fast. But
Vanilla | 71.62 7027 70.15 66.75 | 7190 69.14 6891  65.38 Teacher 75.36 3 0.50- the decrease is
LKD 71.93 70.73 70.88 6741 | 7253 7001 69.50 66.42 Student 7536 74.87 7241 69.72 §025 mitigated when
= V. T
REFILLED | 72.48 71.04 71.35 67.87 | 73.38 7042 69.77 67.10 :
KD[20] |77.61 7602 7424 72.03 o0, using LKD loss.
FitNet [43] |75.10 75.03 72.17 69.09 ; " %
REFILLED outperforms several baseline methods and some AT [67] 76.22 76.10 73.70 70.74 number of classes
other comparison methods. NST25] 17691 77.05 7405 71.54 Middle-Shot Learning
. b ] b de KD+VID-I1[2] |77.03 7691 75.62 72.23
INN. Nea.rest Neig bor using teacher moae RKD [38] |77.72 7680 74.99 72.55 Tasks 1-Shot 5-Way ~ 5-Shot 5-Way ~ 10-Shot 5-Way ~ 30-Shot 5-Way
LR: Leglstlc I.?egressmn using teacher model REFILLED 17805 7801 7611 73.42 81\1\;11\\1/I g?g 23} ; gj.gg gggg
FT: Fine-tuning the teacher model B 15 80 c8 1 403 2 6
CUB-200, MobileNet -> MobileNet - ' ' ' '
MAML [3] 48.70 63.11 i i
We propose REFILLED, a cross-task knowledge distillation method :
Prop . s 5 . » REFILLED works well in standard PrFoéﬁet[ ] g;zg ;(1)2? ;j';% ;zég
by reusing the comparison ability of teacher model, which works knowledae distillation and middle [26] - - - -
well in cross-task KD, standard KD, and middle-shot learning. hot Ieari . ﬁggitggi g;‘-jﬁ Zé-zg ;g;‘g jg-gi
Code: https://qgithub.com/njulus/REFILLED 9. ' ' ' '

REFILLED1: ResNet backbone; REFILLED2: ConvNet backbone



