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Motivation
• BERT (Masked Language Model, MLM) allows model to see the full input sentence 

(input consistency), but ignores the dependency between the masked/predicted 
tokens (output dependency). 

• XLNet (Permuted Language Model, PLM) leverages dependency between 
masked/predicted tokens (output dependency) but can only see its preceding tokens 
rather than the full sentence (input consistency).
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Method

Fig 1. Architecture of MPNet Code: https://github.com/Microsoft/MPNet

Experiments

• GLUEMPNet – Inherit advantages of MLM and PLM
• Autoregressive prediction (avoid the limitation in BERT)

• Each predicted token condition on previous predicted tokens to ensure output 
dependency

• Position compensation (avoid the limitation in XLNet)
• Each predicted token can see full position information to ensure input consistency

Analysis

• Case Study (Factorization)

• Comparisons between MPNet and MLM/PLM (Tokens and Positions)

• SQuAD

• Ablation Study

• Setting: Pre-train on English Wikipedia, BooksCorpus, OpenWebText, Stories 
(160GB) with a batch size of 8192 for 500K Steps. The mask ratio is set as 15%.
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