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0/1 Labels
• Most existing data sets: a bipartition of the label set into 

relevant and irrelevant labels
• 1：relevant label
• 0：irrelevant label

0/1 Labels

咖啡 图书 钢笔 大象
1 1 0 0



Fuzziness 

maturity 

rare

medium rare

medium

medium well

well done

The definition of the class labels is fuzzy



Probability

The label relevance is probabilistic

Dog? Deer?Horse?



Ambiguity
InstancesRelevant labels Irrelevant labels

(a)

(b)

elephant

lion

elephant

lion

giraffe

computer

Class labels of the instance are ambiguous



0/1 Label → Fine Label 
A real number         is assigned to the label      for the instance 

WLOG

Complete label set

Fine label



Fuzziness – Membership Degree 

maturity membership 
degree

rare 0.05

medium rare 0.2

medium 0.25

medium well 0.35

well done 0.15

The definition of the class labels is fuzzy



Probability – Probabilistic Labels

The label relevance is probabilistic



Ambiguity – Label Distribution

0     1     2     3     

0     1     2     3     

0 — elephant  1 — lion
2 — giraffe               3 — computer        

Class labels of the instance are ambiguous



Practical Restrictions
• Directly obtaining fine labels is difficult: 

• High cost
• Difficult to quantify

• 0/1 Labels simplify the real world: a bipartition of the label 
set into relevant and irrelevant labels
• 1：relevant label
• 0：irrelevant label

We need a way to recover the
fine labels from the 0/1 labels in 

the training set

Label Enhancement (LE)

{0, 1, 0, 1, 0}



Problem Formulation
The 0/1 label vector of 𝒙𝒙𝑖𝑖 is denoted by 𝒍𝒍𝑖𝑖 = 𝑙𝑙𝒙𝒙𝑖𝑖

𝑦𝑦1 , 𝑙𝑙𝒙𝒙𝑖𝑖
𝑦𝑦2 , … , 𝑙𝑙𝒙𝒙𝑖𝑖

𝑦𝑦𝑐𝑐 Τ, where 𝑙𝑙𝒙𝒙𝑖𝑖
𝑦𝑦𝑗𝑗 ∈

0,1 represents whether 𝑦𝑦𝑗𝑗 describes 𝒙𝒙𝑖𝑖, 𝑐𝑐 is the number of labels. Then, 
𝒍𝒍𝑖𝑖 ∈ 0,1 𝑐𝑐.
The fine label vector of 𝒙𝒙𝑖𝑖 is denoted by 𝒅𝒅𝑖𝑖 = 𝑑𝑑𝒙𝒙𝑖𝑖

𝑦𝑦1 ,𝑑𝑑𝒙𝒙𝑖𝑖
𝑦𝑦2 , … ,𝑑𝑑𝒙𝒙𝑖𝑖

𝑦𝑦𝑐𝑐 Τ, where 
𝑑𝑑𝒙𝒙𝑖𝑖
𝑦𝑦𝑗𝑗 ∈ 0,1 represents the fine label of 𝑦𝑦𝑗𝑗 to 𝒙𝒙𝑖𝑖. Then, 𝒅𝒅𝑖𝑖 ∈ 0,1 𝑐𝑐.

Label Enhancement can be defined as follows.

Given a training set 𝑆𝑆 = 𝒙𝒙𝑖𝑖 , 𝒍𝒍𝑖𝑖 |1 ≤ 𝑖𝑖 ≤ 𝑛𝑛 , label
enhancement is to recover the fine label vector 𝒅𝒅𝑖𝑖 of 𝒙𝒙𝑖𝑖
from the 0/1 label vector 𝒍𝒍𝑖𝑖, and thus transform 𝑆𝑆 into a
fine label training set 𝐸𝐸 = 𝒙𝒙𝑖𝑖 ,𝒅𝒅𝑖𝑖 |1 ≤ 𝑖𝑖 ≤ 𝑛𝑛 .
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Instances 0/1 label Fine label

0     1     2     3     

{1, 1, 0, 0}

conditional distribution 𝑝𝑝(𝒍𝒍,𝒙𝒙|𝒅𝒅) posterior distribution 𝑝𝑝(𝒅𝒅|𝒍𝒍,𝒙𝒙)

Observed

Latent

[Xu and Geng, ICML’20]A Theoretical View



A Theoretical View

• 𝒍𝒍 ,𝒙𝒙 are generated from some conditional distribution 𝑝𝑝(𝒍𝒍,𝒙𝒙|𝒅𝒅). 
• 𝒅𝒅 is generated from the posterior distribution 𝑝𝑝(𝒅𝒅|𝒍𝒍,𝒙𝒙).
• A fixed-form distribution 𝑞𝑞 𝒅𝒅 𝒍𝒍,𝒙𝒙 is utilized to approximate 𝑝𝑝(𝒅𝒅|𝒍𝒍,𝒙𝒙).

Latent vector

Observed vector

𝑝𝑝(𝒅𝒅|𝒍𝒍,𝒙𝒙)

Intractable

𝑞𝑞 𝒅𝒅 𝒍𝒍,𝒙𝒙 𝑝𝑝(𝒍𝒍,𝒙𝒙|𝒅𝒅)

𝒍𝒍,𝒙𝒙

Fixed-form

[Xu and Geng, ICML’20]



A Theoretical View

Inference
Model

Observation
Model

𝒍𝒍

𝒙𝒙𝑞𝑞 𝒅𝒅 𝒍𝒍,𝒙𝒙

~ 𝒅𝒅

𝒍𝒍

A fixed-form distribution 
(e.g. Dirichlet or Gaussian )

𝒙𝒙

𝒅𝒅 should maximize the lower bound of the joint probability density 𝑝𝑝(𝒍𝒍,𝒙𝒙):

𝑝𝑝(𝒍𝒍,𝒙𝒙|𝒅𝒅)

~

sampling~
Bernoulli for 𝒍𝒍
Gaussian for 𝒙𝒙

Additional
information

[Xu and Geng, ICML’20]



A Theoretical View

We formulate the label enhancement problem into an optimization framework  
and yields the target function for minimization: 

[Xu and Geng, ICML’20]
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Label Enhancement Methods
• Label Enhancement for Fuzzy Label

• LE based on fuzzy clustering 
[Gayar et al., ANNPR'06]

• LE based on kernel method 
[Jiang et al., NCA’06]

• Label Enhancement for Probabilistic Label 
• LE based on probabilistic end-to-end noisy correction  

[Kun Yi et al., CVPR‘19]

• LE based on label smoothing 
[Szegedy et al., CVPR’16]

• LE based on distillation
[Hinton  et al., arxiv’15]

• Label Enhancement for Label Distribution
• LE based on manifold learning 

[Hou et al., AAAI’16]

• Graph laplacian label enhancement 
[Xu and Geng, IJCAI’18]

• LE based on reinforcement learning 
[Gao and Geng, IJCAI’20]



LE based on fuzzy clustering

Fuzzy C-means clustering
(The membership of the 
instance to the cluster)

The memberships of the 
instances belonging to the same 
class are added up to form the 
cluster-class connection matrix.

By fuzzy composition operation, 
the memberships of instances to 
clusters are transformed into the 
memberships of instances to class 
labels using the connection matrix.

[Gayar et al., ANNPR'06]



LE based on fuzzy clustering
• Step 1： Fuzzy C-Means clustering （FCM）

1. Given the cluster number p，initialize the 𝑛𝑛 × 𝑝𝑝 cluster 
membership matrix M （𝑚𝑚𝑖𝑖𝑖𝑖 denotes the membership of 𝒙𝒙𝑖𝑖 to the 
k-th cluster）

2. Calculate the cluster prototype

𝝁𝝁𝑖𝑖 =
∑𝑖𝑖=1𝑛𝑛 (𝑚𝑚𝑖𝑖𝑖𝑖)𝛽𝛽𝒙𝒙𝑖𝑖
∑𝑖𝑖=1𝑛𝑛 (𝑚𝑚𝑖𝑖𝑖𝑖)𝛽𝛽

3. Update the cluster membership matrix M

𝑚𝑚𝑖𝑖𝑖𝑖 =
1

∑𝑗𝑗=1
𝑝𝑝 𝐷𝐷𝑖𝑖𝐷𝐷𝐷𝐷(𝒙𝒙𝑖𝑖 ,𝝁𝝁𝑖𝑖)

𝐷𝐷𝑖𝑖𝐷𝐷𝐷𝐷(𝒙𝒙𝑖𝑖 ,𝝁𝝁𝑗𝑗)

2
𝛽𝛽−1

4. Repeat 2 and 3 until convergence 

[Gayar et al., ANNPR'06]

Each row of M, 𝒎𝒎𝑖𝑖, represents the membership 
of the instance 𝒙𝒙𝑖𝑖 to each cluster



LE based on fuzzy clustering

• Step 2：Calculate the cluster-class connection matrix
1. Initialize 𝑐𝑐 × 𝑝𝑝 zero matrix 𝑨𝑨
2. Update each row 𝑨𝑨𝑗𝑗 with

𝑨𝑨𝑗𝑗 = 𝑨𝑨𝑗𝑗 + 𝒎𝒎𝑖𝑖 , 𝑖𝑖𝑖𝑖 𝑙𝑙𝒙𝒙𝑖𝑖
𝑦𝑦𝑗𝑗 = 1

3. Normalized each column of 𝑨𝑨
4. Normalized each row of 𝑨𝑨

• Step 3：Calculate the fine labels of 𝒙𝒙𝑖𝑖
1. 𝑫𝑫𝑖𝑖 = 𝑨𝑨 ∘ 𝒎𝒎𝑖𝑖 ( fuzzy composition)

𝐷𝐷𝑖𝑖
𝑗𝑗 = max

𝑖𝑖
(𝑎𝑎𝑗𝑗𝑖𝑖× 𝑚𝑚𝑖𝑖𝑖𝑖)

2. Normalize 𝑫𝑫𝑖𝑖

𝑎𝑎𝑗𝑗𝑖𝑖 denotes the connection 
between class j and cluster k

[Gayar et al., ANNPR'06]



LE based on kernel method [Jiang et al., NCA’06]

Introduce nonlinearity via kernel method



LE based on kernel method
• Step 1： For each label 𝑦𝑦𝑗𝑗，suppose 𝐶𝐶𝑦𝑦𝑗𝑗 contains all the instances 

labeled by 𝑦𝑦𝑗𝑗 , the size of 𝐶𝐶𝑦𝑦𝑗𝑗 is 𝑛𝑛𝑗𝑗 , then, the center of 𝐶𝐶𝑦𝑦𝑗𝑗 is 

𝜳𝜳𝑦𝑦𝑗𝑗 = 1
𝑛𝑛𝑗𝑗
∑𝒙𝒙𝑖𝑖∈𝐶𝐶𝑦𝑦𝑗𝑗 𝜙𝜙(𝒙𝒙𝑖𝑖)

where 𝜙𝜙(𝒙𝒙𝑖𝑖) is a nonlinear function determined by the kernel function
𝐾𝐾 𝒙𝒙𝑖𝑖 ,𝒙𝒙𝑗𝑗 = 𝜙𝜙(𝒙𝒙𝑖𝑖) � 𝜙𝜙(𝒙𝒙𝑗𝑗)

• Step 2： Calculate the class radius 

𝑟𝑟𝑗𝑗 = max
𝒙𝒙𝑖𝑖∈𝐶𝐶

𝑦𝑦𝑗𝑗
𝜳𝜳𝑦𝑦𝑗𝑗 − 𝜙𝜙 𝒙𝒙𝑖𝑖 ，

• Step 3： Calculate the distance between instance 𝒙𝒙𝑖𝑖 and class center 
𝑑𝑑𝑖𝑖𝑗𝑗2 = 𝜙𝜙 𝒙𝒙𝑖𝑖 − 𝜳𝜳𝑦𝑦𝑗𝑗 2

𝑑𝑑𝑖𝑖𝑗𝑗2 can be calculated via inner 
product of 𝜙𝜙(𝒙𝒙𝑖𝑖)

𝑟𝑟𝑗𝑗2 can be calculated via inner 
product of 𝜙𝜙(𝒙𝒙𝑖𝑖)

(𝜳𝜳𝑦𝑦𝑗𝑗)2can be calculated via 
inner product of 𝜙𝜙(𝒙𝒙𝑖𝑖)

[Jiang et al., NCA’06]



LE based on kernel method

• Step 4：calculate the membership of instance 𝒙𝒙𝑖𝑖 to label 𝑦𝑦𝑗𝑗

𝑚𝑚𝒙𝒙𝑖𝑖
𝑦𝑦𝑗𝑗 =

1 −
𝑑𝑑𝑖𝑖𝑗𝑗
2

𝑟𝑟𝑗𝑗
2+𝛿𝛿

𝑖𝑖𝑖𝑖 𝑙𝑙𝒙𝒙𝑖𝑖
𝑦𝑦𝑗𝑗 = 1

0 𝑖𝑖𝑖𝑖 𝑙𝑙𝒙𝒙𝑖𝑖
𝑦𝑦𝑗𝑗 = 0

• Step 5：Normalize 𝒎𝒎𝒙𝒙𝑖𝑖 = 𝑚𝑚𝒙𝒙𝑖𝑖
𝑦𝑦1 ,𝑚𝑚𝒙𝒙𝑖𝑖

𝑦𝑦2 , … ,𝑚𝑚𝒙𝒙𝑖𝑖
𝑦𝑦𝑐𝑐

Cannot change the membership 
of irrelevant labels

[Jiang et al., NCA’06]
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LE based on probabilistic end-to-end noisy correction
[Kun Yi et al., CVPR‘19]

Step 1: Probabilistic label is initialized by the noisy label �𝒚𝒚
�𝒚𝒚 = 𝐾𝐾�𝒚𝒚

Step 2: Normalize the probabilistic label to a probability distribution

Step 3: Update both the network and the probabilistic label 𝒚𝒚𝑑𝑑

𝒚𝒚𝑑𝑑 = 𝐷𝐷𝑠𝑠𝑖𝑖𝐷𝐷𝑚𝑚𝑎𝑎𝑠𝑠(�𝒚𝒚)

K is a large constant 



Loss 1: Compatibility loss L𝑜𝑜: cross entropy between �𝒀𝒀 and 𝒀𝒀𝑑𝑑

L𝑜𝑜 �𝒀𝒀,𝒀𝒀𝑑𝑑 = − 1
𝑛𝑛
∑𝑖𝑖=1𝑛𝑛 ∑𝑗𝑗=1𝑐𝑐 �𝒚𝒚𝑖𝑖𝑗𝑗 log𝒚𝒚𝑖𝑖𝑗𝑗𝑑𝑑

Loss 2: Classification loss L𝑐𝑐: K-L divergence been the output and 𝒀𝒀𝑑𝑑

L𝑐𝑐 𝑖𝑖 𝒙𝒙;𝜽𝜽 ,𝒀𝒀𝑑𝑑 =
1
𝑛𝑛
�
𝑖𝑖=1

𝑛𝑛

KL(𝑖𝑖(𝒙𝒙𝑖𝑖;𝜽𝜽)||𝒚𝒚𝑖𝑖𝑑𝑑)

Loss 3: Entropy loss L𝑒𝑒: a regularization term to force the network to peak at 
only one category rather than being flat

L𝑒𝑒 𝑖𝑖(𝒙𝒙;𝜽𝜽) = −
1
𝑛𝑛
�
𝑖𝑖=1

𝑛𝑛

�
𝑗𝑗=1

𝑐𝑐

𝑖𝑖𝑗𝑗(𝒙𝒙;𝜽𝜽) log𝑖𝑖𝑗𝑗(𝒙𝒙;𝜽𝜽)

The over all framework

L =
1
𝑛𝑛

L𝑐𝑐 𝑖𝑖 𝒙𝒙;𝜽𝜽 ,𝒀𝒀𝑑𝑑 + 𝛼𝛼L𝑜𝑜 �𝒀𝒀,𝒀𝒀𝑑𝑑 +
𝛽𝛽
𝑐𝑐

L𝑒𝑒(𝑖𝑖(𝒙𝒙;𝜽𝜽))

LE based on probabilistic end-to-end noisy correction
[Yi and Wu, CVPR‘19]



𝑃𝑃𝑖𝑖 = �1, 𝑖𝑖𝑖𝑖(𝑖𝑖 = 𝑦𝑦)
0, 𝑖𝑖𝑖𝑖(𝑖𝑖 ≠ 𝑦𝑦) 𝑃𝑃𝑖𝑖 = �

1 − 𝜀𝜀, 𝑖𝑖𝑖𝑖(𝑖𝑖 = 𝑦𝑦)
𝜀𝜀

𝐾𝐾 − 1
, 𝑖𝑖𝑖𝑖(𝑖𝑖 ≠ 𝑦𝑦)

𝐿𝐿𝑠𝑠𝐷𝐷𝐷𝐷 = −�
𝑖𝑖=1

𝐾𝐾

𝑝𝑝𝑖𝑖𝑙𝑙𝑠𝑠𝑙𝑙𝑞𝑞𝑖𝑖 𝐿𝐿𝑠𝑠𝐷𝐷𝐷𝐷𝑖𝑖 = � 1 − 𝜀𝜀 ∗ 𝐿𝐿𝑠𝑠𝐷𝐷𝐷𝐷, 𝑖𝑖𝑖𝑖(𝑖𝑖 = 𝑦𝑦)
𝜀𝜀 ∗ 𝐿𝐿𝑠𝑠𝐷𝐷𝐷𝐷, 𝑖𝑖𝑖𝑖(𝑖𝑖 ≠ 𝑦𝑦)

• Step 1： After label smoothing, the distribution changes as follows

K = # labels

• Step 2： After label smoothing, the loss function changes as follows

LE based on label smoothing [Szegedy et al., CVPR’16]



softmax

divided by T

model

feature

probabilistic label 

𝑠𝑠𝑖𝑖

LE based on knowledge distillation [Hinton et al., arxiv’15]

𝑞𝑞𝑖𝑖 =
exp 𝑧𝑧𝑖𝑖

𝑇𝑇
∑𝑗𝑗 exp

𝑧𝑧𝑗𝑗
𝑇𝑇

𝑞𝑞𝑖𝑖

Neural networks typically produce class
probabilities by using a “softmax” output layer
that converts the logit, 𝑧𝑧𝑖𝑖 , computed for each
class into a probability, 𝑞𝑞𝑖𝑖, by comparing 𝑧𝑧𝑖𝑖 with
the other logits.

T is a temperature that is normally set to 1.
Using a higher value for T produces a smoother
probability distribution over classes.
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• Feature space：continuous Euclidean space
• Label space：discrete logical space

[Hou, Geng and Zhang, AAAI’16]

The manifold structure is transferred from the 
feature space to the label space.

Smoothness 
assumption

LE based on manifold learning



LE based on manifold learning

• Manifold learning in feature space [Roweis & Saul, Science, 2000]

• Manifold learning  
in label space

arg min
W

s.t.

arg min
μ

s.t.

Local 
topological 
structure

[Hou, Geng and Zhang, AAAI’16]



Graph Laplacian Label Enhancement

• Model

𝑫𝑫𝑖𝑖 = 𝑾𝑾⊺𝜑𝜑 𝒙𝒙𝑖𝑖 + 𝒃𝒃 = �𝑾𝑾𝝓𝝓𝑖𝑖

Determining the best parameter �𝑾𝑾∗

• Target function

min
�𝑾𝑾

𝐿𝐿 �𝑾𝑾 + 𝜆𝜆Ω(�𝑾𝑾)

Logical label loss

Feature space constraint

Nonlinear transformation

Goal

[Xu and Geng, IJCAI’18]



Graph Laplacian Label Enhancement

• The first part of the target function

𝐿𝐿 �𝑾𝑾 = �
𝑖𝑖=1

𝑛𝑛

�𝑾𝑾𝝓𝝓𝑖𝑖 − 𝑳𝑳𝑖𝑖
2

• The second part of the target function

Ω �𝑾𝑾 = �
𝑖𝑖,𝑗𝑗

𝑎𝑎𝑖𝑖𝑗𝑗 𝑫𝑫𝑖𝑖 − 𝑫𝑫𝑗𝑗
2

= 𝒕𝒕𝒕𝒕(𝑫𝑫𝑮𝑮𝑫𝑫⊺)

𝑮𝑮 = �𝑨𝑨 − 𝑨𝑨, �𝑎𝑎𝑖𝑖𝑗𝑗 = ∑𝑗𝑗=1𝑛𝑛 𝑎𝑎𝑖𝑖𝑗𝑗

Smoothness 
assumption

Graph Laplacian

Least squares（LS）

Correlation between 
𝒙𝒙𝑖𝑖 and 𝒙𝒙𝑗𝑗

[Xu and Geng, IJCAI’18]



LE based on reinforcement learning 
[Gao and Geng, IJCAI’20]

• Leveraging the prior knowledge

Prior knowledge in Age Estimation
[Geng, et al. TPAMI, 2013]

Prior knowledge in Emotion Relation
[Mikels, et al. BRM, 2005]

The properties implied in the prior knowledge

1. 𝑑𝑑𝑥𝑥𝛼𝛼 > 𝑑𝑑𝑥𝑥
𝛽𝛽 ,    α≠β

2. 𝑑𝑑𝑥𝑥𝛼𝛼±𝑖𝑖> 𝑑𝑑𝑥𝑥
𝛼𝛼±𝑗𝑗 , 𝑗𝑗> 𝑖𝑖, 𝑖𝑖, 𝑗𝑗 >0

1. 𝑑𝑑𝑥𝑥
𝑦𝑦𝑔𝑔 > 𝑑𝑑𝑥𝑥

𝑦𝑦𝑖𝑖 , 𝑖𝑖≠ 𝑙𝑙

2.  𝑑𝑑𝑖𝑖
𝑦𝑦𝑖𝑖 > 𝑑𝑑𝑖𝑖

𝑦𝑦𝑗𝑗 , 𝑑𝑑𝑖𝑖𝐷𝐷𝐷𝐷𝑎𝑎𝑛𝑛𝑐𝑐𝑑𝑑(𝑗𝑗, 𝑙𝑙)>𝑑𝑑𝑖𝑖𝐷𝐷𝐷𝐷𝑎𝑎𝑛𝑛𝑐𝑐𝑑𝑑(𝑖𝑖, 𝑙𝑙)

ground-truth hard label



• Reinforcement learning for LE

LE based on reinforcement learning 

a constant value

the sum of description 
degrees  is 1.

[Gao and Geng, IJCAI’20]
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The Power of Label Space

0/1 Label Space Fine Label Space

？



• Soft Label Linear Discriminant  Analysis (SL-LDA)

Linear Discriminant  Analysis [Zhao et al., CVIU’14]

Dimensionality Reduction
[Zhao et al.. Neural Networks.2014]

Image Retrieval
[Sovann et al. Wireless Communications 
Networking Conference. 2015]

Image Classification
[Zhao et al. Neurocomputing, 2015]

Label enhancement
(Fuzzy)

𝑖𝑖𝑖𝑖𝑗𝑗: soft label

class 1

class 2

𝑖𝑖𝑖𝑖𝑗𝑗: soft label

𝑠𝑠2

𝑠𝑠1



Label Distribution Learning [Xu and Geng, IJCAI’18]

Age Estimation
[Gao B B et al. TIP, 2016] 

Facial Expression Recognition
[Chen et al, CVPR 2020]

Sense Beauty
[Yi et al, IJCAI, 2017]

Label enhancement
(Label distribution){0, 1, 0, 1, 0}

0/1 label data
LDL



Model Compression [Hinton et al., arxiv’15]

Speech Recognition
[ Chebotar et al. Interspeech, 2016]

Mobile vision applications
[Howard et al. CVPR, 2017]

Semantic image segmentation
[ Chen et al. ECCV, 2018]

Label enhancement
(Distillation)



Input

Neural network regularization [Hinton et al., ICLR’17]

Face recognition
[Deng et al. CVPR, 2019]

Video summarization
[Zhou et al. AAAI, 2018]

CT segmentation 
[Gibson et al. Medical Imaging, 2018]

Label enhancement 
(Label smoothing)

𝑃𝑃𝑖𝑖 = �
1 − 𝜀𝜀, (𝑖𝑖 = 𝑦𝑦)
𝜀𝜀

𝐾𝐾 − 1
, 𝑖𝑖𝑖𝑖(𝑖𝑖 ≠ 𝑦𝑦)



Label embedding [Sun et al., arxiv’17]

Sequence generation
[Yang et al. ACL, 2018]

Machine translation
[Ma et al. ACL, 2018] 

Text recognition
[Jose A et al. BMVC, 2018]

Probabilistic Label(PL)

Label enhancement
Label embedding(LE)

Forward propagation 

Back propagation 
Loss 𝑃𝑃𝐿𝐿, 𝐿𝐿𝐸𝐸 = 𝑐𝑐𝑟𝑟𝑠𝑠𝐷𝐷𝐷𝐷_𝑑𝑑𝑛𝑛𝐷𝐷𝑟𝑟𝑠𝑠𝑝𝑝𝑦𝑦(𝑃𝑃𝐿𝐿, 𝐿𝐿𝐸𝐸)
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Conclusion
• Label enhancement

• recovers fine labels (e.g., label distribution, 
probabilistic labels, fuzzy labels) from 0/1 labels.

• could be theoretically explained via variational 
inference. 

• offers more possibilities for operations in the label 
space (e.g., linear discriminant  analysis, label 
distribution learning, model compression, neural 
network regularization, label embedding).



Interested in LDL & LE？
All the papers、codes and datasets are available at:

http://palm.seu.edu.cn/xgeng/LDL/index.htm



THANK YOU！

http:// palm.seu.edu.cn
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