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Concatenative TTS

How does it work? 
• a very large database of short speech fragments are recorded from a single speaker
• speech fragments are recombined to form complete utterances

Limitations: difficult to modify the voice
• switching to a different speaker
• altering the emphasis or emotion
without recording a whole new database



Parametric TTS

How does it work? 
• Using a parametric model
• All the information required to generate the speech is stored in the parameters of the model
• The contents and characteristics of the speech can be controlled via the inputs to the model

Limitations: less natural than concatenative TTS



Concatenative Parametric Neural





Target Sub-types Models 

Acoustic modeling:
Text  acoustic features

Autoregressive generation Tacotron, Deep Voice 1/2/3, Transformer TTS, 
… 

Parallel generation FastSpeech 1/2, ParaNet, …

Vocoder:
Acoustic features 
waveform

Non-neural models Griffin-Lim, WORLD, …

Neural models WaveNet, Parallel WaveNet, WaveRNN,  
WaveGlow, WaveFlow, SampleRNN, LPCNet, 
MelGAN…

End to end:
Text  waveform

Autoregressive generation Tacotron 2, Char2Wav, ClariNet, …

Parallel generation FastSpeech 2S, …











Challenge: cannot model long-term dependency!



1, 2, 4, … , 512;    1, 2, 4, … , 512;    1, 2, 4, …, 512
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WaveNet: inference 



































end-to-end neural TTS
 Slow inference speed: autoregressive mel-spectrogram generation is slow for long sequence;
 Not robust: words skipping and repeating; 
 Lack of controllability 

You can call me directly at 4257037344 or my cell 4254447474 or send me a meeting request with all the appropriate information.



•Phoneme ----> Mel-spectrogram -----> Voice

•Feed-forward transformer: generate mel-spectrogram in parallel 
both in training and inference (speedup) 

•Remove the attention mechanism between text and speech 
(robustness)

•Length Regulator: bridge the length mismatch between phoneme 
and mel sequence (controllability)

Mel-spectrogram (vocoder)
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270x speedup for mel-spectrogram generation!
38x speedup for voice synthesis!



Test on 50 extremely hard sentences provided by TTS team
FastSpeech has no repeating, skipping and error sentences

You can call me directly at 4257037344 or my cell 4254447474 or send me a meeting request 
with all the appropriate information.

Http0XX , Http1XX , Http2XX , Http3XX

Transformer TTS FastSpeech



https://speechresearch.github.io/fastspeech/

FastSpeech achieves comparable voice quality with Tacotron2 and Transformer 
TTS, and is close to ground-truth recordings.

https://speechresearch.github.io/fastspeech/


https://azure.microsoft.com/en-us/services/cognitive-services/text-to-speech

• FastSpeech is extremely fast and high-
quality, with 270x speedup on mel-spec 
generation, 38x speedup on audio 
generation!

• FastSpeech is widely supported by the 
community: ESPNet, Baidu, Nvidia, Mozilla

• FastSpeech is the backbone of Azure Speech 
Service (TTS)

• Supports over 50 languages and locales

https://azure.microsoft.com/en-us/services/cognitive-services/text-to-speech




Text

multiple speech variations
(duration, pitch, sound volume, speaker, style, emotion, etc)



3x training speed up

0.26 CMOS gain
 maintain the advantages of fast, robust and 

even more controllable synthesis in FastSpeech
 FastSpeech 2s









Deep and Reinforcement Learning Group @ MSRA

Deep learning Reinforcement learning

Transfer learning

Generative models

Causal learningSequence modeling

Graph neural networks

Speech/music
synthesis/recognition

Machine translation

LogisticsGame playing

Healthcare



deep learning reinforcement 
learning
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