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ImageNet Challenge

AlexNet, 8 layers

ZFNet, 8 layers

GoogLeNet, 22  layers

ResNet,152 layers

(Ensemble)

Shallow Learning Deep learning
2010                   2011                  2012                  2013                  2014                 2015                  2016                  2017    

Human error
SE Net
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Accuracy is NOT the Sole Metric

 Suppose you have a well-trained ImageNet classifier that achieves >97% accuracy. 
 Should you always trust its prediction?
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Accuracy is NOT the Sole Metric

 Suppose you have a well-trained ImageNet classifier that achieves >97% accuracy. 
 Should you always trust its prediction?

Any differences?
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Accuracy is NOT the Sole Metric

 Suppose you have a well-trained ImageNet classifier that achieves >97% accuracy. 
 Should you always trust its prediction?

Toy poodle Blow dryer Rubber Crawfish
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Adversarial Examples

Goodfellow et al., Explaining and Harnessing Adversarial Examples, ICLR 2015

Classified as 

 A small perturbation could dramatically change the prediction
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Trade-off between Accuracy & Robustness

Robustness

Accuracy

 Solely pursuing for high-accuracy rate may be misleading

Su et al., Is Robustness the Cost of Accuracy? A Comprehensive Study on the Robustness of 18 Deep Image Classification Models, ECCV 2018
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Dilemma in Security-critical Tasks

Autonomous Driving

Military

FinanceHealthcare

LawSurveillance

 Security-critical tasks require both accuracy and robustness
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Number of papers about adversarial examples 
increases almost exponentially.

https://nicholas.carlini.com/writing/2019/all-adversarial-example-papers.html

Adversarial Machine Learning: a Fast Growing Area

https://nicholas.carlini.com/writing/2019/all-adversarial-example-papers.html
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Key Problems in Adversarial Machine Learning

Attack

How to generate 
adversarial examples?

How to improve 
model robustness?

Defense Evaluation

How to evaluate 
model robustness?
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Attack Settings: White and Black-Box Attacks

Attack Settings Deep Neural Networks（DNNs） Output Back 
Propagation

White-box
Confidence 
scores

Black-box with soft 
labels

Confidence 
scores

Black-box with 
hard labels

Hard labels

Softmax
layer

Softmax
layer

Increasingly
harder
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White-box Attack by Optimization-based Approaches

 General attack formulation

• : the distortion between the input image and the adversarial example
• maximal pixel-wise distortion 

• Euclidean distance

• total variation

• [Chen et al., AAAI 2018]
• Craft adversarial examples with better attack transferability
• Bypass many defending techniques

• : loss function, usually use cross entropy or contrastive loss

N. Carlini, D. Wagner. Towards Evaluating the Robustness of Neural Networks. IEEE Symposium on Security and Privacy, 2017
Chen et al. EAD: Elastic-Net Attacks to Deep Neural Networks via Adversarial Examples, AAAI 2018
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Black-box Attacks with Soft Labels

 The adversary has no access to the structure and parameters of deep neural networks

 He can only query the model and get the probability outputs

Toy poodle 
0.32

Blow dryer 
0.29

Crawfish
0.18 Rubber

0.15
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Black-box Attacks by Zeroth Order Optimization (ZOO)

• Cannot compute the gradient in the black-box setting

Chen et al., ZOO: Zeroth Order Optimization Based Black-box Attacks to Deep Neural Networks without 
Training Substitute Models. AISec@CCS 2017
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Black-box Attacks by Zeroth Order Optimization (ZOO)

• Cannot compute the gradient in the black-box setting
• Symmetric difference quotient to estimate the gradient:

• However, need O(d) queries to estimate a gradient
• ImageNet: d = 299*299*3 > 268K
• 100 iterations => 26.8 million queries

Chen et al., ZOO: Zeroth Order Optimization Based Black-box Attacks to Deep Neural Networks without 
Training Substitute Models. AISec@CCS 2017
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Black-box Attacks by Zeroth Order Optimization (ZOO)
Reduce number of queries:

• Stochastic Coordinate descent: update a small set of coordinates at each time
• Greedy approach: select important coordinates first
• Attack-space dimension reduction + hierarchical attack

The first black-box attack algorithm that achieves close to 100% attack success rate.

Chen et al., ZOO: Zeroth Order Optimization Based Black-box Attacks to Deep Neural Networks without 
Training Substitute Models. AISec@CCS 2017
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Further Improves Query Efficiency

Tu et al., AutoZOOM: Autoencoder-Based Zeroth Order Optimization Method for Attacking Black-Box Neural Networks. AAAI 2019
Du et al., Towards Query Efficient Black-box Attacks: An Input-free Perspective. AISec@CCS 2018

AutoZOOM:
1. Dispense with coordinate-wise 
estimation and instead propose a scaled 
random full gradient estimator.

2. An autoencoder trained offline with 
unlabeled data or a bilinear resizing 
operation for attack acceleration. 

Reduced at least 93.2% query count 
99.4% for ImageNet

Input-free Attack:
1. Start with a gray color image;
2. Shrink the dimension, then
perturb a small region and tile it to 
cover the input image.

With only 1.7K queries on average, 
can perturb a gray image to any 
target class of ImageNet with a 100%
success rate on InceptionV3.
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Further Improves Query Efficiency

Li, et al.,  Query-Efficient Black-Box Attack by Active Learning, ICDM 2018
Wang et al., Spanning Attack: Reinforce Black-box Attacks with Unlabeled Data, Machine Learning 2020

Chen et al., A Frank-Wolfe Framework for Efficient and Effective Adversarial Attacks, AAAI 2020

Using an active learning strategy to 
significantly reduce the number of queries

Reduce more than 90% of queries
Obtain an accurate substitute model 85%
similar with the target oracle.

Spanning Attack 
Constrain a subspace spanned by an 
auxiliary small unlabeled dataset

The reinforced attack typically requires 
less than 50% queries while improves 
success rates in the meantime.

The proposed attack algorithms with 
momentum mechanism enjoy an 
𝑶𝑶(𝟏𝟏/ 𝑻𝑻) convergence rate in the 
nonconvex setting.

Propose a novel Frank-Wolfe based 
projection-free attack framework for 
both white-box and black-box settings
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Black-box Attacks with Hard Labels

 The adversary has no access to the structure and parameters of deep neural networks

 He can only query the model and get the hard-label multi-class output

Toy poodle
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Optimization-based Hard-label Black-box Attack

Reformulate the attack optimization problem

• Cannot compute the gradient of 𝑔𝑔

• However, can compute the function value of 𝑔𝑔 via queryinging

• Binary search + fine-grained search : the direction of adversarial example

Cheng et al.,  Query-Efficient Hard-label Black-box Attack: An Optimization-based Approach. ICLR 2019
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Optimization-based Hard-label Black-box Attack
Zeroth-order optimization for minimizing 𝑔𝑔(𝜃𝜃)

More than 4 times faster than Decision-attack

Algorithm for computing 𝑔𝑔(𝜃𝜃)

Cheng etal., Query-Efficient Hard-label Black-box Attack: An Optimization-based Approach. ICLR 2019
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Adversarial Examples in Image Captioning

RNNCNN
A clock on
a pole in
front of a
building.

A typical neural image captioning system with a
CNN+RNN architecture.

Targeted 
caption
attack

Targeted 
keywords
attack

Chen et al., Attacking Visual Language Grounding with Adversarial Examples: A Case 
Study on Neural Image Captioning. ACL 2018
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Adversarial Examples in Sequence-to-Sequence Models

Sequence-to-Sequence Models
（https://github.com/farizrahman4u/seq2seq）

Attacking Text Summarization

Attacking Machine Translation

Cheng et al., Seq2Sick: Evaluating the Robustness of Sequence-to-Sequence Models with 
Adversarial Examples. AAAI 2020
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Adversarial Examples in Visual Question Answering

Fukui et al., Multimodal Compact Bilinear Pooling for Visual Question Answering and Visual Grounding. EMNLP 2016
Zeng et al., Adversarial Attacks Beyond the Image Space. CVPR 2019
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Adversarial Examples in Reinforcement Learning

Original Frames

Adversarial perturbation 
injected into every frame

Attack the 
policy network

Attack the 
value function

Adversarial perturbation 
injected into every other 

10 frames

Kos & Song, Delving into adversarial attacks on deep policies. ICLR 2017
Sun et al., Stealthy and Efficient Adversarial Attacks against Deep Reinforcement Learning. AAAI 2020
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Adversarial Examples in Speech Recognition

AI model

Carlini et al., Audio Adversarial Examples: Targeted Attacks on Speech-to-Text. IEEE Symposium on Security and Privacy Workshops 2018
Yakura & Sakuma, Robust Audio Adversarial Example for a Physical Attack. IJCAI 2019

Taori et al., Targeted adversarial examples for black box audio systems. IEEE Security and Privacy Workshops 2019
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Adversarial Examples in Shallow Learning

Vidnerová & Nerud., Vulnerability of Machine Learning Models to Adversarial Examples. ITAT, 2016
Biggio et al., Security evaluation of support vector machines in adversarial environments. Support Vector Machines Applications 2014 
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Adversarial Examples in Physical World

Brown et al., Adversarial Patch. 2017
Athalye et al., Synthesizing Robust Adversarial Examples. ICML 2018

Eykholt et al., Physical Adversarial Examples for Object Detectors. WOOT 2018
Thys, Ranst, Goedemé., Fooling Automated Surveillance Cameras: Adversarial Patches to Attack Person Detection. 2019

Xu et al., Evading Real-Time Person Detectors by Adversarial T-shirt. ECCV 2020
Sharif, et al., A General Framework for Adversarial Examples with Objectives. ACM Transactions on Privacy and Security 2019
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Why Do Adversarial Examples Matter?

 Adversarial examples exist in various domains 

 Whenever there is an AI model, there is (almost) a way to generate adversarial examples

White-box
attack

Black-box
attack

Deep 
learning

Shallow 
learning

Digital world

Physical 
world

Images Videos Texts Audios Social 
networks and many others…
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Key Problems in Adversarial Machine Learning

Attack

How to generate 
adversarial examples?

How to improve 
model robustness?

Defense Evaluation

How to evaluate 
model robustness?
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(Incomplete) List of Defense Strategies

Adversarial Training

Gradient Regularization

Model Compression

Defensive Distillation

Activation Pruning

Stochastic Gradients

PCA Detection

Normalization
Feature Squeezing

Distributional Detection

Gradient Shattering

Secondary Classification
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Adversarial Training

DNN Model
Adversarial 
Examples

Correct 
Labels

Retrain

• Add adversarial examples to the training set, with their correct labels
• Robust optimization problem:

• (One of the) strongest defense mechanism so far
• Not scalable enough/ vulnerable to blind-spot attack/ high sample complexity 。。。

Madry, et al., Towards Deep Learning Models Resistant to Adversarial Attacks. ICLR 2018
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Further Improves Adversarial Training
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Dynamic Adversarial Training

34

First-Order Stationary Condition for constrained optimization (FOSC)

• The lower the score, the better convergence quality of the adversarial example
• Inner maximization: early (later) stages prefer low (high) convergence quality AEs

Wang et al., On the Convergence and Robustness of Adversarial Training. ICML 2019



35

Adversarial Training with Misclassified Examples

35

Wang et al., Improving Adversarial Robustness Requires Revisiting Misclassified Examples. ICLR 2020

Answer the following question: are the adversarial examples generated from misclassified and 
correctly classified examples, equally important for adversarial robustness? 

Treat misclassified examples separately
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Adversarial Robustness Leaderboard

https://robustbench.github.io/

https://robustbench.github.io/
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Key Problems in Adversarial Machine Learning

Attack

How to generate 
adversarial examples?

How to improve 
model robustness?

Defense Evaluation

How to evaluate 
model robustness?
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Robustness Evaluation

Maximum Safe Perturbation 
=
Minimal Adversarial 
Perturbation

∆

Decision boundary

∆

Unfortunately, finding an exact     
for DNNs is NP-Complete
Can only approximately estimate it 

∆

Katz et al., Reluplex: An efficient SMT solver for 
verifying deep neural networks. ICCAV 2017

Amount of 
Perturbation
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Robustness Evaluation

Decision boundary

Adversarial 
example

Empirical Robustness 
Upper bound of 
No certification
May exist adversarial examples 
with smaller distortion 

∆

Maximum Safe 
Perturbation

Upper 
Bound

Amount of 
Perturbation

∆
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Robustness Evaluation

Decision boundary

Certified Robustness 
Lower bound of 
Any perturbations within 
green region cannot cause 
misclassification

Adversarial 
example

Maximum Safe 
Perturbation

Lower 
Bound

Upper 
Bound

Amount of 
Perturbation

∆

∆



41

Robustness Estimation: CLEVER Score

∆
CLEVER score ≈
Minimal distortion ∆

CLEVER: Cross Lipschitz Extreme Value for nEtwork
Robustness

First attack-independent robustness metric that can be 
applied to any neural network classifier 

Weng, et al. Evaluating the Robustness of Neural Networks: An Extreme Value Theory Approach. ICLR 2018
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Robustness Estimation: CLEVER Score

 CLEVER score enables robustness comparison between
• different models
• different datasets
• different neural network architectures
• different defense mechanisms

Weng, et al. Evaluating the Robustness of Neural Networks: An Extreme Value Theory Approach. ICLR 2018

Demo：http://bigcheck.mybluemix.net/ Efficiently estimate the Lipschitz constant by 
sampling around input + extreme value theory
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Robustness Evaluation Metrics

Weng et al., ICLR 2018

CLEVER

Weng, et al., ICML 2018

Fast-Lin
Singh et al., POPL 2019

DeepPoly

Boopathy et al., AAAI 2019

CNN-Cert
Singh et al., NeurIPS 2018

DeepZ

Wang et al., NeurIPS 2018

Neurify

Zhang et al., NeurIPS 2018

CROWN
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Robustness Verification: Nearest Neighbor Classifiers

Wang et al., Evaluating the Robustness of Nearest Neighbor Classifiers: A Primal-Dual Perspective, 2019The first robustness verification 
for nearest neighbor models

Robustness verification for ReLU network (Katz et al., 2017) and tree ensemble (Kantchelian et al., 2016) 
are NP-complete. How about nearest neighbor classifiers?

Finding the minimum perturbation to make it closest to xj

A quadratic programming problem with linear constraint, 
which is polynomial time solvable.

O(n) quadratic problems, each QP has O(n)
variables to solve, total time complexity >O(𝑛𝑛3)
Speed up the algorithm by
 greedy coordinate ascent algorithm
 a screening rule to remove variables in each 

dual QP problem
 removing unimportant subproblems 

without solving them
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Robustness Verification: Distance Metric Learning

Wang et al., Provably Robust Metric Learning. NeurIPS 2020

The first adversarial verification method and the first certified defense for distance metric learning.

where

Compute a lower bound of the minimal adversarial 
perturbation of Mahalanobis K-NN

Train a robust Mahalanobis distance with small 
certified and empirical robust errors

ARML is more robust both provably (in terms of the certified 
robust error) and empirically (in terms of the empirical robust error).
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Adversarial ML Problems from Industry's Point of View

46

 Accuracy is not the sole metric to grade an AI model, neither is robustness
 The industry needs accurate, effective, robust, and sometimes fair and interpretable AI models.

 Scalability is one of the key problems

 Defense in the real-world
 Robustness of robust models

 Plug and Play robust module is necessary for protecting AI models that have been deployed
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Thanks！

We Strive to Build Trustworthy AI
Welcome to join us!

yijinfeng@jd.com


	对抗机器学习：攻击、防御与模型鲁棒性评估
	ImageNet Challenge
	Accuracy is NOT the Sole Metric
	Accuracy is NOT the Sole Metric
	Accuracy is NOT the Sole Metric
	幻灯片编号 6
	Trade-off between Accuracy & Robustness
	幻灯片编号 8
	幻灯片编号 9
	Key Problems in Adversarial Machine Learning
	Attack Settings: White and Black-Box Attacks
	White-box Attack by Optimization-based Approaches
	Black-box Attacks with Soft Labels
	Black-box Attacks by Zeroth Order Optimization (ZOO)
	Black-box Attacks by Zeroth Order Optimization (ZOO)
	Black-box Attacks by Zeroth Order Optimization (ZOO)
	Further Improves Query Efficiency
	Further Improves Query Efficiency
	Black-box Attacks with Hard Labels
	Optimization-based Hard-label Black-box Attack
	Optimization-based Hard-label Black-box Attack
	幻灯片编号 22
	幻灯片编号 23
	幻灯片编号 24
	幻灯片编号 25
	Adversarial Examples in Speech Recognition
	Adversarial Examples in Shallow Learning
	幻灯片编号 28
	幻灯片编号 29
	Key Problems in Adversarial Machine Learning
	(Incomplete) List of Defense Strategies
	Adversarial Training
	Further Improves Adversarial Training
	Dynamic Adversarial Training
	Adversarial Training with Misclassified Examples
	Adversarial Robustness Leaderboard
	Key Problems in Adversarial Machine Learning
	Robustness Evaluation
	Robustness Evaluation
	Robustness Evaluation
	Robustness Estimation: CLEVER Score
	Robustness Estimation: CLEVER Score
	Robustness Evaluation Metrics
	Robustness Verification: Nearest Neighbor Classifiers
	Robustness Verification: Distance Metric Learning
	Adversarial ML Problems from Industry's Point of View
	Thanks！���

