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Uncertainty Modeling and Inference
Uncertainty in Data/Environment: Ubiquitous, sometimes Adversarial!

Road conditions Traffics Pedestrian behaviors

AlexNet: lionfish，confidence 81.3%
VGG-16: lionfish，confidence 93.3%
ResNet-18: lionfish，confidence 95.6%

[Dong et al., CVPR (2018, 2019, 2020); Pang et al., ICML (2018, 2019), ICLR 2020; Cheng et al., NeurIPS 2019]



Uncertainty Modeling and Inference
Uncertainty of Models: need to concern, especially when models are huge!

Big Models Large Redundancy in Data

(Bialek et al., 2001)- 1B parameters (connections);  10M 200x200 images



Uncertainty Modeling and Inference
Uncertainty of Models: need to concern, especially when models are huge!
 The output of DNN p(y|x) doesn’t well capture model uncertainty (over-optimistic)!

[Gal & Ghahramani, Dropout as a Bayesian Approximation, ICML 2016]

Uncertain prediction: reject? Or Transform

Over-confident



Bayesian (Probabilistic) Machine Learning
The core is Bayes’ rule: prior knowledge, uncertainty inference

Bayes‘ Theorem in the 21st Century (Year 2013 is the 250th Anniversary of Bayes’ theorem)
 Bradley Efron, Science 7 June 2013:  Vol. 340 no. 6137 pp. 1177-1178

likelihood model priorposterior

𝑝𝑝 𝜃𝜃 𝐷𝐷 =
𝑝𝑝 𝐷𝐷 𝜃𝜃 𝜋𝜋(𝜃𝜃)

𝑝𝑝(𝐷𝐷) Thomas Bayes (1702 – 1761) 

“There are two potent arrows in the 
statistician’s quiver; there is no need to 
go hunting armed with only one.”



Deep Resolution of Bayesian ML

Type-1
（Bayes -> DNN）

Type-2
（DNN -> Bayes）



Deep Resolution of Bayesian ML

modeling algorithms programming



Modeling
(How to do Bayesian inference for DNNs? 

How to learn hierarchically structured Bayesian models?)



Marriage between Bayesian Methods and Neural Networks
Dates back to 1990’s …

David MacKay
Fellow of Royal Society

John J. Hopfield
Dirac Medal

Albert Einstein World Award of Science

Bayes embodies Occam’s Razor and Apply to Bayesian neural networks



Marriage between Bayesian Methods and Neural Networks
Dates back to 1990’s …

R.M. Neal
Lindley Award

G. Hinton
2018 Turing Award



Bayesian Neural Networks (BNNs)
Two-layer Bayesian neural networks, zero-mean Gaussian prior

Converge to Gaussian Processes (GPs) when the number of hidden units gets infinity [Neal, PhD 
thesis, 1995]
Generally, Bayesian neural networks improve generalization, avoid overfitting!

[MacKay,  Gaussian Process: a Replacement for Supervised Neural Networks?1997]
[Neal,  Bayesian Learning for Neural Networks.1995]



Dropout as an Approximate Bayesian Inference
Dropout Training (Hinton, 2012)

MC-Dropout: estimate the predictive uncertainty

[Gal & Ghahramani, Dropout as a Bayesian Approxiamtion, ICML 2016]

Variational posterior over the parameters

Minimize the KL-divergence between q and 
the true posterior of dGP



Bayesian Methods for Inferring Architectures
Nonparametric Bayesian neural networks (Adams et al., 2010, AISTATS Best Paper)

# of layers
# of units at each layer
Edges between units
Type of hidden units 
(discrete or 
continuous?)

Cascading Indian Buffet Process (IBP)



Deep Bayesian Learning
Use DNNs to fit (learn) the complex relationships between random variables

Two types: Explicit models (e.g., VAE, Flow-based Models), Implicit models (e.g., GAN)

Unsupervised training 

on natural images

(Hartig et al., 2011)



Flow-based Models
A generative process with invertible (or bijective) function g:

The inference network for the latent variable is:

The density:

Desirae of the function: easy determinant of Jacobian, easy inverse

[Dinh, Krueger, Bengio. Nice: non-linear independent components estimation, workshop at ICLR 2015]

𝑧𝑧 ∼ 𝑝𝑝 𝑧𝑧

𝑥𝑥 = 𝑔𝑔 𝑧𝑧

𝑧𝑧 = 𝑓𝑓 𝑥𝑥 = 𝑔𝑔−1(𝑥𝑥)

𝑝𝑝(𝑥𝑥) = 𝑝𝑝(𝑓𝑓 𝑥𝑥 )| det
𝜕𝜕𝜕𝜕 𝑥𝑥
𝜕𝜕𝜕𝜕

|

Z Z



An Example of the Invertible Function
A simple idea: split x into two parts and define

 m is an arbitrarily complex function (e.g., ReLU networks)

Define the invertible transform function as a composition of simple functions
 Thus, the variable change is a sequence, called a flow (the sequence on density change is a 

normalizing flow)

Then the determinant-Jacobian 1!
The inverse is



Bottleneck Problem in Flow++

Invertibility imposes constraints on architectures!

[Chen, Lu, Chenli, Zhu, Tian. VFlow: More Expressive Generative Flows with Variational Data Augmentation. ICML 2020]



VFlow: more Expressive Generative Flows through Variational 
Data Augmentation

x

u
𝑓𝑓𝜃𝜃
−1

𝑓𝑓𝜃𝜃
z

𝑞𝑞𝜙𝜙(𝑧𝑧|𝑥𝑥)

log𝑝𝑝 𝑥𝑥, 𝑧𝑧 = log𝑝𝑝 𝑢𝑢 + log det(
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

)

𝑦𝑦 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐( 𝑥𝑥, 𝑧𝑧 )

log 𝑝𝑝 𝑥𝑥 ≥ E𝑞𝑞 𝑧𝑧 𝑥𝑥 [log𝑝𝑝 𝑥𝑥, 𝑧𝑧 − log 𝑞𝑞(𝑧𝑧|𝑥𝑥)]

𝑢𝑢 ∼ 𝒩𝒩(0, 𝐼𝐼)

learn a generative flow p(x, z) in the augmented data space jointly with the augmented data distribution

Provably better than generative flows! Also subsumes VAEs as a special case.

[Chen, Lu, Chenli, Zhu, Tian. VFlow: More Expressive Generative Flows with Variational Data Augmentation. ICML 2020]



Results on Toy 2D Data

VFlow significantly 
outperforms Glow under 
similar model size (e.g., 
3-step)

The 3-layer, 10-
dimensional VFlow even 
outperforms a much 
larger 20-step Glow



Results on Toy 2D Data

[Chen, Lu, Chenli, Zhu, Tian. VFlow: More Expressive Generative Flows with Variational Data Augmentation. ICML 2020]



Results on CIFAR-10

[Chen, Lu, Chenli, Zhu, Tian. VFlow: More Expressive Generative Flows with Variational Data Augmentation. ICML 2020]



Algorithms
(How to compute posteriors efficiently? How to learn parameters?)



Two Types of Algorithms
Monte Carlo Methods

(Many dynamics!!!)
Variational Method 

(Too much math!!!)

[Wainwright & Jordan, 2008]

Efficient, but with Approximation Error
in general

Accurate, but Low Efficiency 
in Speed and Particles

Leverage 
geometry to 
improve efficiency 
of MCMC [GC11]



“Explicitly” Define Variational Distribution q via an Encoder
Variational Auto-Encoders (VAE, Kingma & Welling, 2013)

 Jointly optimize the parameters of decoder and encoder networks 𝜃𝜃,𝜙𝜙: SGD

𝑞𝑞 z x;𝜙𝜙 ≈ 𝑝𝑝 z x; 𝜃𝜃

generation path
inference path

x

ℎDNN

𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄: 𝐿𝐿 𝜃𝜃,𝜙𝜙, x = 𝐄𝐄𝑞𝑞(z|x;𝜙𝜙) log 𝑝𝑝 x|z;𝜃𝜃 − 𝐄𝐄𝑞𝑞(z|x;𝜙𝜙) log 𝑞𝑞 z|x;𝜙𝜙



Variational inference with Implicit q
Can we do variational inference when q is an implicit distribution? 

 The objective can be estimated via Monte Carlo, but we can’t computer gradients!

A fundamental task:  Can we directly estimate the gradient (score) function from samples 
of some unknown density?

𝐿𝐿 𝜃𝜃,𝜙𝜙, x = 𝐄𝐄𝑞𝑞(z|x;𝜙𝜙) log 𝑝𝑝 x|z;𝜃𝜃 − 𝐄𝐄𝑞𝑞(z|x;𝜙𝜙) log 𝑞𝑞 z|x;𝜙𝜙

[A Spectral Approach to Gradient Estimation for Implicit Distributions. Shi et al., ICML 2018]



This orthonormal basis can be constructed by 
spectral decomposition of a p.d. kernel

We proved that (under mild assumptions)

[A Spectral Approach to Gradient Estimation for Implicit Distributions. Shi et al., ICML 2018]

A Spectral Approach to Gradient Estimation for Implicit Distributions



Approximate the eigenfunctions by Nyström method [Nyström, 1930]
Truncate the series with a finite number of basis functions, according to large eigenvalues 

[A Spectral Approach to Gradient Estimation for Implicit Distributions. Shi et al., ICML 2018]

J - -

Monte Carlo

Spectral Stein Gradient Estimator

Nyström approximation

A Spectral Approach to Gradient Estimation for Implicit Distributions



A Spectral Approach to Gradient Estimation for Implicit Distributions

Theorem (Error Bound) Given mild assumptions,  the error 

is bounded by

where 
Estimation error Approximation error

due to truncation

Our estimator True gradient

[A Spectral Approach to Gradient Estimation for Implicit Distributions. Shi et al., ICML 2018]



Gradient-free Hamiltonian Monte Carlo

Variational Inference with 
Implicit Distributions

Improving Deep Generative Models

[A Spectral Approach to Gradient Estimation for Implicit Distributions. Shi et al., ICML 2018]

A Spectral Approach to Gradient Estimation for Implicit Distributions



Nonparametric Score Estimators
A Unifying Theory with Improved Results

Main Result1: a table summary of existing estimators under the unifying 
framework

[Nonparametric Score Estimators. Zhou et al., ICML 2020]



Nonparametric Score Estimators
A Unifying Theory with Improved Results

Main Result2: the convergence rate of the estimator

 Improves over (Shi et al., ICML 2018) 
 Recover previous results of kernel exponential family (KEF) (Sriperumbudur et al., 

2017)
 Provide a bound for Li & Turner (2018)

[Nonparametric Score Estimators. Zhou et al., ICML 2020]



More Algorithms on Posterior Inference
Variational Inference:

 Variance reduction and quasi-Newton for particle-based variational inference (Zhu, Liu, Zhu, ICML 2020)
 SUMO: Unbiased Estimation of Log Marginal Probability for Latent Variable Models (Luo et al., ICLR 2020, 

spotlight)
 Understanding and Accelerating Particle-based Variational Inference (Liu et al., ICML 2019)
 Scalable Training of Inference Networks for Gaussian-Process Models (Shi, Khan, Zhu, ICML 2019)
 Riemannian Stein Variational Gradient Descent for Bayesian Inference (Liu, Zhu, AAAI 2018)
 Kernel Implicit Variational Inference (Shi, Sun, Zhu, ICLR 2018)

MCMC:
 Understanding MCMC Dynamics as Flows on the Wasserstein Space (Liu, Zhuo, Zhu, ICML 2019)
 Stochastic gradient Hamiltonian Monte Carlo with variance reduction for Bayesian inference (Li et al., 

Machine Learning, 2020)
 Function space particle optimization for Bayesian neural networks (Wang et al., ICLR 2019)

Learning Unnormalized Models:
 To Relieve Your Headache of Training an MRF, Take AdVIL (Li et al., ICLR 2020)
 A Wasserstein Minimum Velocity Approach to Learning Unnormalized Models (Wang et al., AISTATS 2020)
 Efficient learning of generative models via finite-difference score matching (Pang et al., NeurIPS 2020)



Probabilistic Programming Library
(how to auto/semi-auto implement Bayesian deep learning models?)



DNN Programming Deep Probabilistic Programming (Deep PPL)

Learning a mapping from x to  y github.com/thu-ml/zhusuan

Differential programming

https://github.com/thu-ml/zhusuan


“ZhuSuan” Deep Probabilistic Programming

Improved modeling language

Return the built Bayesian Net

y = tf.any_op(x)

bn = zs.BayesianNet()

def build_model(...): Model build function1

Create a Bayesian Net2

x = bn.normal(“x”, x_mean, 
std=...)

Add stochastic node, e.g., a Gaussian 
variable x

3

y = bn.deterministic(“y”, 
tf.any_op(x)) Add deterministic nodes, can use any 

Tensorflow operation4

return bn 5

......
Or



“ZhuSuan” Deep Probabilistic Programming
New model reuse strategy

zs.BayesianNetzs.MetaBayesianNet

@zs.meta_bayesian_net(scope=“model”, reuse_variables=True)

def build_model(...):

bn = meta_bn.observe(x=x_obs, y=y_obs)

The returned is a reusable zs.MetaBayesianNet object, just call observe() to assign observed values to 
any subset of random variables

Just need a decorator @zs.meta_bayesian_net to the model-building function

github.com/thu-ml/zhusuan

https://github.com/thu-ml/zhusuan


“ZhuSuan” Deep Probabilistic Programming

New Algorithms：Stochastic gradient MCMC

github.com/thu-ml/zhusuan

https://github.com/thu-ml/zhusuan


Examples: Bayesian Logistic Regression



Example: Variational Auto-Encoder



“ZhuSuan” Deep Probabilistic Programming
More models

Topic Models; Probabilistic Matrix Factorization 
for text analysis, Recommendor Sys.

Gaussian Processes
Nonlinear regression problems

Bayesian Neural Networks
for uncertainty in deep nets

Deep Belief Nets
Unsupervised pre-training 

for DNNs

Variational Auto-encoder
for structured data generation, discrete representation 

learning, semi-supervised learning, etc.

fNN

fNN

github.com/thu-ml/zhusuan

https://github.com/thu-ml/zhusuan


“ZhuSuan” Deep Probabilistic Programming

Open-sourced in GitHub: 

https://github.com/thu-ml/zhusuan

github.com/thu-ml/zhusuan

ZhuSuan: A Library for Bayesian Deep Learning
J. Shi, J. Chen, J. Zhu, S. Sun,Y. Luo,Y. Gu,Y. Zhou
arXiv preprint, arXiv:1709.05870 , 2017

Online Documents:
• http://zhusuan.readthedocs.io/

https://github.com/thu-ml/zhusuan
https://github.com/thu-ml/zhusuan
https://arxiv.org/find/stat/1/au:+Shi_J/0/1/0/all/0/1
https://arxiv.org/find/stat/1/au:+Chen_J/0/1/0/all/0/1
https://arxiv.org/find/stat/1/au:+Zhu_J/0/1/0/all/0/1
https://arxiv.org/find/stat/1/au:+Sun_S/0/1/0/all/0/1
https://arxiv.org/find/stat/1/au:+Luo_Y/0/1/0/all/0/1
https://arxiv.org/find/stat/1/au:+Gu_Y/0/1/0/all/0/1
https://arxiv.org/find/stat/1/au:+Zhou_Y/0/1/0/all/0/1
http://zhusuan.readthedocs.io/


Joint with Huawei MindSpore

2020/11/8

Inference

Framework Backend

VAEBNN Flow

nn
kernels

Math
kernels

Array
kernels

Distributions 
kernels

svi

mcmc

distributions

layers

Modeling

BayesianNet

bijectors

mindspore.nn.probability.zhusuan

Model andToolbox Uncertainty
Estimation

Probabilistic
Programming

Framework

mindspore.nn.probability

Flexibility
• Fully-functional

probabilistic
programming

• For advanced users
and developers

Ease
• Application oriented
• Seamlessly migrated to probabilistic learning
• For beginner users



Examples
(what problems can be solved by Bayesian deep learning?)



Examples: Air Quality Prediction
Bayesian inference for a baseline model with LSTM and attention
 Calculate the uncertainty of prediction
 Decrease the prediction error of the baseline model 

Function-space particle-based variational inference

MSE (NO2) BNN Baseline NN

+1 hr 0.145 0.160

+7 hr 0.371 0.423

+16 hr 0.389 0.508

[Function space particle optimization for Bayesian neural networks. Wang et al., ICLR 2019]



Examples: Semi-supervised Learning

Advance previous state-of-the-art results
on natural images (CIFAR10) substantially

First GAN-based model to generate
data in a specific class in SSL

Triple Generative Adversarial Nets (Li et al., NIPS 2017)


Chart1

		Ladder

		Cat-GAN

		Improved-GAN

		ALI

		Triple-GAN



Error Rate

Error Rate (%)

20.4

19.58

18.63

18.3

16.99



Sheet1

				Error Rate

		Ladder		20.4

		Cat-GAN		19.58

		Improved-GAN		18.63

		ALI		18.3

		Triple-GAN		16.99







Example: Learning with Rejection
Leverage deep generative models to 
transfer “rejected” samples into high-
confidence region

Generative Well-intentioned Networks (GWIN) 
(Cosentino & Zhu, NeurIPS 2019)



Examples: Adversarial Robustness

Max-Mahalanobis Linear Discriminant Analysis Networks (Pang et al., ICML 2018)



Summary

Uncertainty Models and Inference is Critical for AI Systems

Bayesian Machine Learning provides a Powerful Language

“ZhuSuan” Provides a User-Friendly Library for Deep Probabilistic 
Programming

Examples
 Sequential prediction, semi-supervised learning, few-shot learning
 Bayesian methods improve adversarial robustness 



Thank You!

 J. Zhu, C. Chen, W. Hu, B. Zhang. Big Learning with Bayesian Methods. 
National Science Review, 4(4): 627–651, 2017
 J. Zhu. Probabilistic Machine Learning: Models, Algorithms and a 

Programming Library. Proc. of the 27th International Joint Conference on Artificial 
Intelligence, Early Career. Pages 5754-5759.
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