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Introduction The CENDA Approach con,
Partial Label (PL) Learning Latent Label Inference

Object
According to the selected feature subset Ap, we construct the lower-dimensional PL
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The intermediate matrix: Y =(1—-a)-Y+a L

PL Feature Selection

 In PL learning, most existing works focus on manipulating the label space while the task of

Y (i)
manipulating the feature space by dimensionality reduction has been rarely investigated. Normalization: Ynew (i, j) = {

ZbESi Y, (l>b)
0 otherwise

if j € S;

* Feature selection 1s a common strategy to perform dimensionality reduction, which helps
remove 1irrelevant and redundant features, increase classification accuracy and enhance
learning comprehensibility. However, it 1s challenge in PL learning framework due to the
concealed ground-truth label.

Experiments
Notations Synthetic Data Sets

X : d -dimensional feature space R“ Y : label space with ¢ class labels {I;,12,...,1,} We generate the synthetic PL data set from multi-class data set with controlling parameter r which
denotes the number of false positive labels in candidate label set.

D = {(x;,5:)|1 <i <m}: PL training set with m examples S;: the candidate label set of ;

Yi: the ground-truth label of T;, y; € S; F ={f1,..., fa}: the original feature set Win/tie/loss counts (pairwise t-test at 0.05 significance level) between A-SAUTE and A

: A-SAUTE inst A
A, : the selected feature subset in the pth greedy step, H(-) : the entropy of the random variable ZA=PI-KNN A= Pi-svM ﬂf;%f_fgoc A=TPAL A=SURE

which is initialized as Ag = ¢ r=1 5/1/0 4/1/1 3/2/1 4/2/0 4/2/0

r =2 5/1/0 4/1/1 4/2/0 4/2/0 5/1/0
I(-,-): the mutual information of the random variables r=3 5/1/0 4/1/1 4/2/0 4/2/0 5/1/0
In Total 15/3/0 12/3/3 11/6/1 12/6/0 14/4/0

* Against A, A-SAUTE wins in 71.2% cases and loses only 1n 4.4% cases.

Real-World Data Sets

The SAUTE Approach

SAUTE performs feature selection via iteratively maximizing the dependency between selected
feature variables and the latent label variable, which 1s evaluated by mutual information.

To tulfill the alternative procedure, we construct the labeling confidence matrix Y = [Y (7, 7)|mxq Win/tie/loss counts (pairwise t-test at 0.05 significance level) between A-SAUTE and A-baselines
where each element Y (i,j) denotes the estimated confidence of [; being the ground-truth label for
e e o . . Data Set A-SAUTE against A and A-baselines (A = PL-KNN) A-SAUTE against A and A-baselines (A = PL-ECOC)
x; and 1nitialize 1t as follows: ata Se AOri) ARS A-MJE A-MR AOri) ARS A-MJE A-MR
1 ifl.es Lost win win win win win win win win
i i . N RTHE Jj i Yahoo! News win win win win win win win win
Vi<ism 1<j<q:Y(ij)= 1S:1 , FG-NET win win win win win win win tie
0, otherwise Soccer Player tie win win win win win win win
Mirflickr tie win win win win win win win
° ° ° Malagasy win win win win tie win win win
Dependency Malelzathn In Total 47270 67070 6/070 6/070 57170 6/070 6/070 5/1/0
The original objective function of MI-based dependency maximization 1s formulated as: * Against A-baselines, A-SAUTE wins 1n 91.7% cases and never losses.
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This problem is NP-Hard. However, I(A;c) is a non-decreasing, non-negative submodular function =t I S v e I S
under weak conditional independence assumption. As a result, the solution of the above problem § e == ] g ool
. . . . . . < :‘i___:__:___:___:—__:___:’_—_:: é 0.44 = ] § i il it E . S * _-:--T""'i---_----_-..._..:..:---:--:'43_ T
can be approximated by a tailored greedy algorithm according to the properties of submodularity: 1, . ) I P T
fy = argmax I(f;c) B T B R E e T R I T e TR T TR TR T
f E F\ A 1 k (number of nearest neighbors) k (number of nearest neighbors) a (learning rate) « (learning rate)
i (a) mediamill (r = 1) (b) Lost (c) Corel16k-s1 (r = 2) (d) Mirflickr
In order to further eliminate the influence of redundant features, we revise the greedy policy as: Figure 3: Trend of classification accuracy of A-SAUTE (A €{PL-KNN, PL-svM, PL-Ecoc, IPAL SURE}). The number of exploited
nearest neighbors (i.e. k) increases from 3 to 10 with step-size 1 in (a) synthetic data set mediamill (r = 1) and (b) real-world
5 1 1 data set Lost; the number of learning rate (i.e. ) increases from 0.2 to 0.8 with step-size 0.1 in (c) synthetic data set Corel16k-sT
f}) = arg max I(f, C) — E E I(f, fl) — arg max —H(le — E g I(f, ﬁ) (r = 2) and (d) real-world data set Mirflickr.
JeF\Ap fieA, feF\Ap fieA,

For PL examples, it 1s infeasible to directly calculate the value of entropy corresponding to latent
label variable. In this paper, we make the first attempt to estimate conditional entropy H(c|f) 1n
partial label learning framework:

Conclusion

) mo .9 In this paper, we make the first attempt towards partial label feature selection problem. Accordingly,
H(clf) = —Z - Zﬁ(l |X‘J]-C ) log p(! |?<“; ) a novel approach named SAUTE is proposed which performs partial label feature selection by
' maximizing the mutual-information-based dependency between selected features and labeling
information in an iterative manner. In each iteration, the near-optimal features are selected greedily

/‘\ =1 I=1
x; is assigned into D, : Assuming that class conditiongal actc.ordtlng fto prolzierttlzsl (];f 1°SmeOd;C11ar function, wclllclcllettliebdlenls)lty ofrtl.atetit ]l‘{eﬂz)NIe\} Varlabli 1S
PL Data Set orobability p(f]1) ~ Nl ol ) estimated from updated labeling confidences over candidate labels by resorting to aggregation

if Y(i,5) > ni on Dy(l € L). in the induced lower-dimensional feature space. Comprehensive experiments over synthetic as well

1 as real-world partial label data sets show that SAUTE 1is an effective partial label feature selection

U approach to improve the performance of state-of-the-art partial label learning algorithms. It is worth
S(I1LF) p(fl) - p(l) ™Y (iu) mentioning that the labeling confidence matrix Y derived from SAUTE may bring further

p(lf) = Sucr P(flw) - p(u) - where P(U) = l_lm (uel) improvement of predictive performance for specific partial label learning algorithms with proper

utilization.

MLA 2022, Nanjing



