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Introduction

p Each instance is associated
with multiple candidate
labels

pOnly one of candidate labels
is true but unknown
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Object
Partial Label (PL) Learning

PL Feature Selection
• In PL learning, most existing works focus on manipulating the label space while the task of

manipulating the feature space by dimensionality reduction has been rarely investigated.

• Feature selection is a common strategy to perform dimensionality reduction, which helps
remove irrelevant and redundant features, increase classification accuracy and enhance
learning comprehensibility. However, it is challenge in PL learning framework due to the
concealed ground-truth label.

The SAUTE Approach

The CENDA Approach (Cont.)

Notations

SAUTE performs feature selection via iteratively maximizing the dependency between selected
feature variables and the latent label variable, which is evaluated by mutual information.

Dependency Maximization
The original objective function of MI-based dependency maximization is formulated as:

This problem is NP-Hard. However, is a non-decreasing, non-negative submodular function
under weak conditional independence assumption. As a result, the solution of the above problem
can be approximated by a tailored greedy algorithm according to the properties of submodularity:

In order to further eliminate the influence of redundant features, we revise the greedy policy as:

To fulfill the alternative procedure, we construct the labeling confidence matrix 1
where each element denotes the estimated confidence of being the ground-truth label for
1. and initialize it as follows:

The labeling confidence matrix is updated by resorting to kNN aggregation in the lower-
dimensional feature space.

We generate the synthetic PL data set from multi-class data set with controlling parameter 𝑟 which
denotes the number of false positive labels in candidate label set.

• Against 𝒜-baselines, 𝒜-SAUTE wins in 91.7% cases and never losses.

• Against 𝒜, 𝒜-SAUTE wins in 71.2% cases and loses only in 4.4% cases.

Conclusion
In this paper, we make the first attempt towards partial label feature selection problem. Accordingly,
a novel approach named SAUTE is proposed which performs partial label feature selection by
maximizing the mutual-information-based dependency between selected features and labeling
information in an iterative manner. In each iteration, the near-optimal features are selected greedily
according to properties of submodular function, while the density of latent label variable is
estimated from updated labeling confidences over candidate labels by resorting to 𝑘NN aggregation
in the induced lower-dimensional feature space. Comprehensive experiments over synthetic as well
as real-world partial label data sets show that SAUTE is an effective partial label feature selection
approach to improve the performance of state-of-the-art partial label learning algorithms. It is worth
mentioning that the labeling confidence matrix Y derived from SAUTE may bring further
improvement of predictive performance for specific partial label learning algorithms with proper
utilization.

Sensitivity Analysis
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<latexit sha1_base64="0HzacSb1pYqghTkWViVTyjgEg1I=">AAAB8XicbVDLSgNBEOyNrxhfUY9eBoPgKexK0FyEiBePEcwDkyXMTmaTIbOzy0yvEEL+wosHRbz6N978GyfJHjSxoKGo6qa7K0ikMOi6305ubX1jcyu/XdjZ3ds/KB4eNU2casYbLJaxbgfUcCkUb6BAyduJ5jQKJG8Fo9uZ33ri2ohYPeA44X5EB0qEglG00uNNzyXXpJsMRa9YcsvuHGSVeBkpQYZ6r/jV7ccsjbhCJqkxHc9N0J9QjYJJPi10U8MTykZ0wDuWKhpx40/mF0/JmVX6JIy1LYVkrv6emNDImHEU2M6I4tAsezPxP6+TYlj1J0IlKXLFFovCVBKMyex90heaM5RjSyjTwt5K2JBqytCGVLAheMsvr5LmRdm7LFfuK6VaNYsjDydwCufgwRXU4A7q0AAGCp7hFd4c47w4787HojXnZDPH8AfO5w/y4o/H</latexit>

A0 = �

<latexit sha1_base64="ZvTbVASygegp2QRtKtT9UdO9o04=">AAAB73icbVBNSwMxEM36WetX1aOXYBHqpexK0R4LXnqsYD+gXUo2m21Ds8mazApl6Z/w4kERr/4db/4b03YP2vpg4PHeDDPzgkRwA6777Wxsbm3v7Bb2ivsHh0fHpZPTjlGppqxNlVC6FxDDBJesDRwE6yWakTgQrBtM7uZ+94lpw5V8gGnC/JiMJI84JWClXrMyoKGCq2Gp7FbdBfA68XJSRjlaw9LXIFQ0jZkEKogxfc9NwM+IBk4FmxUHqWEJoRMyYn1LJYmZ8bPFvTN8aZUQR0rbkoAX6u+JjMTGTOPAdsYExmbVm4v/ef0UorqfcZmkwCRdLopSgUHh+fM45JpREFNLCNXc3orpmGhCwUZUtCF4qy+vk8511bup1u5r5UY9j6OAztEFqiAP3aIGaqIWaiOKBHpGr+jNeXRenHfnY9m64eQzZ+gPnM8fNLCPaA==</latexit>

H(·) : the entropy of the random variable

<latexit sha1_base64="1OlYTfvEOqMPyvkt6Rrw9bSde6k=">AAAB+XicbVDLSsNAFL2pr1pfUZduBotQQUoiRbssuNFdBfuANpTJZNoOnWTCzKRQQv/EjQtF3Pon7vwbp2kW2nrgcg/n3MvcOX7MmdKO820VNja3tneKu6W9/YPDI/v4pK1EIgltEcGF7PpYUc4i2tJMc9qNJcWhz2nHn9wt/M6USsVE9KRnMfVCPIrYkBGsjTSw7YdKnwRCoyuU9cuBXXaqTga0TtyclCFHc2B/9QNBkpBGmnCsVM91Yu2lWGpGOJ2X+omiMSYTPKI9QyMcUuWl2eVzdGGUAA2FNBVplKm/N1IcKjULfTMZYj1Wq95C/M/rJXpY91IWxYmmEVk+NEw40gItYkABk5RoPjMEE8nMrYiMscREm7BKJgR39cvrpH1ddW+qtcdauVHP4yjCGZxDBVy4hQbcQxNaQGAKz/AKb1ZqvVjv1sdytGDlO6fwB9bnD6dsklw=</latexit>

I(·, ·) : the mutual information of the random variables

<latexit sha1_base64="1QlrGyyJte6MgIJCH3miqGskIkM=">AAACGHicbVDLSsNAFJ3UV62vqEs3g0WoIDWRom6EohuXFexDklAm00k7dvJwZiKUkM9w46+4caGI2+78GydtFrX1wMCZc+7l3nvciFEhDeNHKywtr6yuFddLG5tb2zv67l5LhDHHpIlDFvKOiwRhNCBNSSUjnYgT5LuMtN3hTea3nwkXNAzu5Sgijo/6AfUoRlJJXf3U9pEcuF7ykMIraMGZb4WewMdj6HQTH9qS+kTAp7Srl42qMQFcJGZOyiBHo6uP7V6IY58EEjMkhGUakXQSxCXFjKQlOxYkQniI+sRSNEBqjpNMDkvhkVJ60Au5eoGEE3W2I0G+ECPfVZXZ3mLey8T/PCuW3qWT0CCKJQnwdJAXMyhDmKUEe5QTLNlIEYQ5VbtCPEAcYamyLKkQzPmTF0nrrGqeV2t3tXL9Oo+jCA7AIagAE1yAOrgFDdAEGLyAN/ABPrVX7V370r6npQUt79kHf6CNfwFjc57A</latexit>

Y = [Y(i, j)]m⇥q
<latexit sha1_base64="TYVj5+FkDIQ0dpuXS0b8SmXD8mU=">AAAB+XicbVDLSsNAFL2pr1pfUZduBotQQUoiRV0W3bisYB/ShjKZTtqxk0mYmRRK6J+4caGIW//EnX/jpM1CqwcGDufcyz1z/JgzpR3nyyqsrK6tbxQ3S1vbO7t79v5BS0WJJLRJIh7Jjo8V5UzQpmaa004sKQ59Ttv++Cbz2xMqFYvEvZ7G1AvxULCAEayN1LftXoj1yA/Sh1mFnaHH075ddqrOHOgvcXNShhyNvv3ZG0QkCanQhGOluq4Tay/FUjPC6azUSxSNMRnjIe0aKnBIlZfOk8/QiVEGKIikeUKjufpzI8WhUtPQN5NZTrXsZeJ/XjfRwZWXMhEnmgqyOBQkHOkIZTWgAZOUaD41BBPJTFZERlhiok1ZJVOCu/zlv6R1XnUvqrW7Wrl+nddRhCM4hgq4cAl1uIUGNIHABJ7gBV6t1Hq23qz3xWjByncO4Resj29xEpLj</latexit>

Y(i, j)
<latexit sha1_base64="zn5pR9lnRqKLO0RNtj3xWt99ylA=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GPRi8eK9gPaUDbbTbt2swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6LrfTmFldW19o7hZ2tre2d0r7x80TZxqxhsslrFuB9RwKRRvoEDJ24nmNAokbwWjm6nfeuLaiFg94DjhfkQHSoSCUbTSvew99soVt+rOQJaJl5MK5Kj3yl/dfszSiCtkkhrT8dwE/YxqFEzySambGp5QNqID3rFU0YgbP5udOiEnVumTMNa2FJKZ+nsio5Ex4yiwnRHFoVn0puJ/XifF8MrPhEpS5IrNF4WpJBiT6d+kLzRnKMeWUKaFvZWwIdWUoU2nZEPwFl9eJs2zqndRPb87r9Su8ziKcATHcAoeXEINbqEODWAwgGd4hTdHOi/Ou/Mxby04+cwh/IHz+QNSuo3W</latexit>

lj
<latexit sha1_base64="MI48ASA8D7nRHvk+2LDpQl99sQk=">AAACAHicbVDLSgNBEOyNrxhfUY9eBoPgKexKUI9BLx4jmAckS5idzCZDZmaXmVkxLHvxE7zqB3gTr/6JZ3/ESbIHk1jQUFR1090VxJxp47rfTmFtfWNzq7hd2tnd2z8oHx61dJQoQpsk4pHqBFhTziRtGmY47cSKYhFw2g7Gt1O//UiVZpF8MJOY+gIPJQsZwcZKnV4g0qesz/rlilt1Z0CrxMtJBXI0+uWf3iAiiaDSEI617npubPwUK8MIp1mpl2gaYzLGQ9q1VGJBtZ/O7s3QmVUGKIyULWnQTP07kWKh9UQEtlNgM9LL3lT8z+smJrz2UybjxFBJ5ovChCMToenzaMAUJYZPLMFEMXsrIiOsMDE2otLCmkBkJZuKt5zBKmldVL3Lau2+Vqnf5PkU4QRO4Rw8uII63EEDmkCAwwu8wpvz7Lw7H87nvLXg5DPHsADn6xdHwJbs</latexit>xi

<latexit sha1_base64="iAEIGxk266DV0abzPtYlAI1QZrY=">AAAB/3icbVDLSsNAFL2prxpfVZduBotQNyWRooKbqhvdVbAPaEOZTCft0MkkzEyEErrwE9zqB7gTt36Ka3/EaZuFbT1w4XDOvdx7jx9zprTjfFu5ldW19Y38pr21vbO7V9g/aKgokYTWScQj2fKxopwJWtdMc9qKJcWhz2nTH95O/OYTlYpF4lGPYuqFuC9YwAjWRmrel66vEDntFopO2ZkCLRM3I0XIUOsWfjq9iCQhFZpwrFTbdWLtpVhqRjgd251E0RiTIe7TtqECh1R56fTcMToxSg8FkTQlNJqqfydSHCo1Cn3TGWI9UIveRPzPayc6uPRSJuJEU0Fmi4KEIx2hye+oxyQlmo8MwUQycysiAywx0SYhe26NH45tk4q7mMEyaZyV3fNy5aFSrN5k+eThCI6hBC5cQBXuoAZ1IDCEF3iFN+vZerc+rM9Za87KZg5hDtbXL0c4lRg=</latexit>

I(A; c)

<latexit sha1_base64="7kjycLZu5b6RTi4DLosDS5n4tdM=">AAACKHicbVDLSgMxFM34tr6qLt1cLIIKlhkRFUSsCqI7BatCpw6ZNNOGZjIhyYhlmM9x46+4EVGkW7/EtHbh60DgcM595J5QcqaN63adoeGR0bHxicnC1PTM7FxxfuFKJ6kitEoSnqibEGvKmaBVwwynN1JRHIecXoft455/fUeVZom4NB1J6zFuChYxgo2VguJBdLseSNgHP8amlcjMx6pp+X0eZBH4TMAJ+CEmbc2xbsFhkMkNL8/hbDWCPSBrQbHklt0+4C/xBqSEBjgPii9+IyFpTIUhdqSuea409QwrwwinecFPNZV2H27SmqUCx1TXs/6hOaxYpQFRouwTBvrq944Mx1p34tBW9s7Rv72e+J9XS020W8+YkKmhgnwtilIOJoFeatBgihLDO5Zgopj9K5AWVpgYm23BhuD9Pvkvudose9vlrYutUuVoEMcEWkLLaBV5aAdV0Ck6R1VE0AN6Qq/ozXl0np13p/tVOuQMehbRDzgfn+dzpJs=</latexit>

f⇤
p = argmax

f2F\Ap�1

I(f ; c)

For PL examples, it is infeasible to directly calculate the value of entropy corresponding to latent 
label variable. In this paper, we make the first attempt to estimate conditional entropy              in 
partial label learning framework: 

PL Data Set
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Y(i, j) > 1

ni

Assuming that class conditional 
probability                            
on                .
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Latent Label Inference
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ApAccording to the selected feature subset , we construct the lower-dimensional PL
training set .
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D0 = {(x0
i, Si)|1 6 i 6 m}

The learning matrix:

The intermediate matrix: 

Normalization:

Win/tie/loss counts (pairwise t-test at 0.05 significance level) between 𝒜-SAUTE and 𝒜

Win/tie/loss counts (pairwise t-test at 0.05 significance level) between 𝒜-SAUTE and 𝒜-baselines
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H(c|f)

scheme according to the properties of submodular function, while
the density of latent label variable is further estimated from updated
labeling con�dences by resorting to :NN aggregation in the lower-
dimensional space induced by selected features. Comprehensive
experiments over synthetic and real-world partial label data sets
show that S���� serves as an e�ective feature selection approach to
improve the generalization ability of well-established partial label
learning algorithms.

The rest of this paper is organized as follows. Section 2 brie�y
reviews related works on partial label learning. Section 3 presents
technical details of the proposed S���� approach. Section 4 reports
experimental results over a broad range of partial label data sets.
Finally, section 5 concludes this paper.

2 RELATEDWORKS
Partial label learning induces a multi-class classi�er from ambigu-
ously labeled training examples each associated with a candidate
label set, where the ground-truth label is concealed. To learn from
partial label examples, most existing works adopt the strategy of
candidate label disambiguation to reveal the ground-truth labeling
information. Identi�cation-based disambiguation treats the ground-
truth label as latent variable and utilizes iterative optimization
procedure to estimate the value of latent variable, where the opti-
mization objective can be instantiated with di�erent methods such
as maximum likelihood criterion [24, 30, 31] or maximum margin
criterion [6, 33, 56]. Averaging-based disambiguation treats all can-
didate labels equally and yields the �nal prediction via modifying
their modeling outputs according to di�erent averaging strategies,
such as distinguishing the averaged modeling outputs from can-
didate labels between the modeling outputs from non-candidate
labels for discriminative models [10, 44, 48] , or aggregating the
votes among candidate labels of the unseen instance’s neighboring
examples for instance-based models [17, 22, 59].

As the fundamental approach to alleviating the issue of curse of
dimensionality, dimensionality reduction [20, 38, 40, 49] has been
studied extensively and is expected to signi�cantly improve the
generalization ability of the learning system. A number of advanced
feature-transformation-based and feature-selection-based dimen-
sionality reduction techniques have been introduced into weakly-
supervised learning frameworks such as semi-supervised learning
[41, 51], multi-instance learning [47, 52] and multi-label learning
[45, 46, 61] to improve their less satisfactory generalization perfor-
mance caused by limited supervision information retrieved from
training set. Nevertheless, for partial label learning, most existing
works focus on classi�cation model induction by disambiguating
the candidate label set while the task of manipulating the feature
space by dimensionality reduction has been rarely investigated.

To the best of our knowledge, there are only two available feature-
transformation-based partial label dimensionality reduction meth-
ods, namely D���� [53, 58] and C���� [2], while the application
of feature selection [7, 19, 26] which not only facilitates removing
irrelevance and redundancy in the feature space, but also brings
about the advantages of interpretability and e�ciency, has not been
well studied in partial label learning framework. D���� utilizes the
LDA technique to maximize the inter-class separability in the pro-
jected feature space, whose dimensionality is upper-bounded by

the number of class labels due to the intrinsic properties of LDA.
C���� adapts HSIC to assist maximizing the dependence between
the projected feature information and the con�dence-based label-
ing information. The above methods both assume the existence of
a meaningful and computable distance metric in the input space,
which brings extra bias to the learning procedure and might lead
to suboptimal performance with inappropriate metric assumption.

3 THE PROPOSED APPROACH
Let X = R3 and L = {;1, ;2, ..., ;@} denote the 3-dimensional in-
stance space and the label space with @ class labels respectively.
Given the partial label training set D = {(x8 , (8 ) |1 6 8 6 <} ,
where x8 2 X is a 3-dimensional feature vector (G81 , G82 , ..., G83 )>
and (8 ✓ L is the candidate label set associated with x8 , partial
label learning aims to derive a multi-class classi�er ⌘ : X ! L
from the training set D.

Let � = {51, ..., 53 } denote the original feature set and latent
variable 2 denote the unknown ground-truth label of the instance.
The task of partial label feature selection is trying to select a subset
�( |�| = 3 0,3 0 ⌧ 3) from original features, i.e., � ✓ � , which is
recognized as the essential features of the instances. These essential
features commonly have the maximal statistical dependency on
the target class 2 [36]. Therefore, S���� performs feature selection
via maximizing the dependency between selected features � and
labeling information represented by random variable c, which is
evaluated by mutual information in this paper, as mutual informa-
tion is widely employed to de�ne the dependency of random vari-
ables [4, 13]. Besides, maximizing the mutual information � (�; 2)
also guarantees minimizing the lower bound of the misclassi�ca-
tion probability of classi�er according to Fano’s inequality [11].
To tackle ambiguous labeling information, S���� operates in an
iterative manner by alternating between mutual-information-based
dependency maximization and density estimation of latent label
variable. The two-stage alternating procedure is ful�lled by con-
structing labeling con�dence matrix Y = [Y(8, 9)]<⇥@ where each
element Y(8, 9) represents the estimated con�dence of ; 9 being the
ground-truth label for G8 . The matrix is initialized as Eq.(1) and the
constraints

Õ@
9=1 Y(8, 9) = 1(1 6 8 6 <) hold for each iteration of

S����.

8 1 6 8 6 <, 1 6 9 6 @ : Y(8, 9) =
(

1
|(8 | , if ; 9 2 (8

0, otherwise
(1)

In order to obtain a compact set of 3 0 superior features, we ex-
pect the selected features have the maximal dependency on the con-
cealed labeling information. For the stage of mutual-information-
based dependency maximization, we formulate the objective func-
tion as:

�⇤ = argmax
�✓� , |� |=30

6(�) = argmax
�✓� , |� |=30

� (�; 2) (2)

The above problem is NP-Hard in spite of its simple expres-
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that the maximum value of a non-negative and monotone submodu-
lar function can be e�ectively approximated with a tailored greedy
algorithm [32, 55]. Therefore we can obtain a near-optimal subset
of original features, i.e., the solution of Eq.(2), with theoretical per-
formance guarantees via a greedy incremental scheme according to
the properties of submodular function. In this scheme, supposing
that we already have the feature subset �?�1 (1 6 ? 6 3 0) with
?�1 selected features which is initialized as�0 = q , the ?th feature
is selected from � \�?�1 according to Eq.(3):
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The �nal selected feature subset �greedy satis�es the theoretical
performance guarantee [32] that:
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In each greedy step, the computation of mutual information
� (�?�1 [ {5 }; 2) involves the estimation of multivariate density
? (5B1 , 5B2 , ..., 5B?�1 , 5 ) and ? (5B1 , 5B2 , ..., 5B?�1 , 5 , 2). Nevertheless, in
high-dimensional space the number of samples is usually insuf-
�cient for accurate multivariate density estimation. Moreover, com-
puting the inverse of the high-dimensional covariance matrix which
is needed for density estimation is time-consuming and usually an
ill-posed problem. In order to avoid the problems mentioned above,
we further assume that features are independent. Then we obtain
the modi�ed greedy policy for the ?th (1 6 ? 6 3 0) step as:
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where � (·) denotes the entropy of random variable. Here, equal-
ity ¨ is derived from the independence assumption. Furthermore,
equality ≠ is derived from the fact that � (�?�1) and � (�?�1 |2)
are constants for the ?th step.

The above derivation reduces the computational complexity from
calculating multivariate mutual information to calculating bivariate
mutual information so as to improve the calculation accuracy and
e�ciency. Eq.(5) indicates that the criterion of dependency maxi-
mization is equivalent to the criterion of relevance maximization
given the independence assumption, i.e., the scheme only needs
to select the feature that has the maximal relevance with label-
ing information in each greedy step to maximize the dependency
between eventually selected features and labeling information.

Nevertheless, features generally are not independent of each
other in machine learning tasks. The above greedy policy e�ectively
eliminates irrelevant features while redundant information between
features is not well handled. Therefore, we attempt to make up for
de�ciencies of the independence assumption and revise the greedy

policy as:
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The second term in parentheses indicates that the newly selected
feature 5? in each step should have minor relevance with features
already selected in �?�1, which facilitates removing redundant
information in the induced feature space. Considering the fact that
� (2) is a constant, we further simplify Eq.(6) as:
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Implementation Issues. For partial label examples, it is infeasible
to directly calculate the value of entropy corresponding to latent
variable 2 due to the concealed ground-truth label. In this paper,
we make the �rst attempt to estimate conditional entropy � (2 |5 )
in partial label learning framework.
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where G 59 is the value of the 9th training sample corresponding to
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plicated integrals, we simply discretize each feature variable into
�ve intervals according to Eq.(11) to estimate the value of mutual
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where `5 and f5 respectively denote the mean value and standard
deviation of each feature 5 2 � derived from training set D.
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Nevertheless, features generally are not independent of each
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The second term in parentheses indicates that the newly selected
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� (2) is a constant, we further simplify Eq.(6) as:
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Implementation Issues. For partial label examples, it is infeasible
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We replace the integration with a summation of< training samples
and suppose each sample has the same probability [28], then� (2 |5 )
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where G 59 is the value of the 9th training sample corresponding to
feature 5 .

For terms � (5 ; 58 ) (58 2 �?�1) in Eq.(7), in order to avoid com-
plicated integrals, we simply discretize each feature variable into
�ve intervals according to Eq.(11) to estimate the value of mutual
information between features [36]:
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>>>>>>>>:
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�1, if `5 � 2 · f5 < G 58 6 `5 � f5
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2, if G 58 > `5 + 2 · f5

(11)

where `5 and f5 respectively denote the mean value and standard
deviation of each feature 5 2 � derived from training set D.

Table 1: The pseudo-code of S����.
Inputs:
D : the PL training set {(x8 ,(8 ) | 1 6 8 6<} (X = R3 ,

L = {;1, ;2, . . . , ;@ }, x8 2 X,(8 ✓ L)
30 : the cardinality of selected feature subset
U : the learning rate in Eq.(13)
: : the number of exploited nearest neighbors
Outputs:
D0 : the induced lower-dimensional PL training set

{(x08 ,(8 ) | 1 6 8 6<}
Process:

1: Initialize the< ⇥ @ labeling con�dence matrix Y according to Eq.(1);
2: repeat
3: Initialize �0 = q ;
4: for ?=1 to 30 do
5: Calculate �̂ (2 |5 ) for 85 2 � \�?�1 according to Eq.(10);
6: Calculate

Õ
58 2�?�1 � (5 ; 58 ) for 85 2 � \�?�1 by discretization;

7: Find 5 ⇤? according to Eq.(7);
8: �? = �?�1 [ {5 ⇤? };
9: end for
10: Construct the lower-dimensional PL training set D0 = {(x08 ,(8 ) |1 6

8 6<} where x08 is derived from x8 in accordance with the selected
feature subset;

11: Identify the : nearest neighbors N(G08 ) for 8x08 (1 6 8 6<) ;
12: Calculate the learning matrix L according to Eq.(12);
13: Calculate the intermediate matrix Y0 according to Eq.(13);
14: Calculate the updated labeling con�dence matrix Ynew according to

Eq.(14);
15: Y = Ynew;
16: until convergence
17: Construct the lower-dimensional PL training set D0 according to se-

lected feature subset �? ;
18: Return D0

After determining the selected feature subset, we construct a
lower-dimensional PL training set D 0 = {(x 08 , (8 ) |1 6 8 6 <}
where x 08 is derived from x8 in accordance with selected features.
Thereafter, the density estimation of latent label variable is re�ned
via updating the labeling con�dence matrix by resorting to :NN
aggregation in the lower-dimensional feature space.

For each instance x 08 2 R30
, the probability of each candidate

label being its ground-truth label is re-estimated via exploiting
labeling information of its : nearest neighbors. The learning matrix
L = [L(8, 9))]<⇥@ is de�ned as:

L(8, 9) =
’

x0
80
2N(x0

8 )
Y(80, 9) ⇥ l0 (12)

where N(x 08 ) denotes the : nearest neighbors of x 08 and the voting
weight is set as l0 = : � 0 + 1(1 6 0 6 :) for the 0th nearest
neighbor [22, 59].

Afterwards, the labeling con�dence matrix is updated by:

Y0 = (1 � U) · Y + U · L (13)

where the learning rate is set as U = 0.6(0 < U < 1) in this paper.
In order to ensure that the con�dences of labels outside the

candidate label set are zero and the constraints
Õ@

9=1 Y(8, 9) = 1(1 6
8 6 <) are satis�ed, we make further adjustments to matrix Y0 and

obtain Ynew by:

Ynew (8, 9) =
( Y0 (8, 9)Õ

12(8 Y
0 (8,1) if 9 2 (8

0 otherwise
(14)

Table 1 summarizes the complete procedure of S����. Firstly,
the labeling con�dence matrix is initialized (step 1) based on the as-
signment of the training data set. After that, an iterative procedure
alternating between mutual-information-based dependency maxi-
mization (step 3-9) and density estimation of latent label variable
(step 10-15) is conducted. The iterative procedure terminates if the
selected feature subset does not change or the maximum number
of iteration is reached. 1 Finally, the lower-dimensional PL training
set is constructed according to the selected feature subset.

4 EXPERIMENTS
4.1 Experimental Setup
In this section, S���� is coupled with state-of-the-art partial label
learning algorithms to evaluate the e�ectiveness of the proposed
partial label feature selection approach. Given the partial label
learning algorithm A, its coupling version with S���� is denoted
as A-S����. The performance of A-S���� is compared against
that of A to verify the e�ectiveness of the proposed partial label
feature selection approach in improving the generalization ability
of the learning system.

In this paper, we utilize �vewell-established partial label learning
algorithms with suggested parameter con�guration in respective
literatures to instantiate A:

• P����� [22]: An averaging-based partial label learning ap-
proach which makes prediction on unseen instance by em-
ploying weighted :NN voting strategy [suggested con�gu-
ration: :=10].

• P����� [33]: An identi�cation-based partial label learning
approach which learns the predictive model by maximizing
the classi�cation margin over candidate label set and non-
candidate label set [suggested con�guration: regularization
parameter pool with {10�3, . . . , 103}].

• P������ [60]: A transformation-based partial label learning
approach which learns the predictive model by decomposing
the PL learning problem into a group of binary learning
problems via adapting the error-correcting output codes
(ECOC) techniques [suggested con�guration: ECOC coding
length d10 · log2 (@)e].

• I��� [59]: An instance-based partial label learning approach
which learns the predictive model by adapting label propa-
gation for graph-based disambiguation [suggested con�gu-
ration: balancing parameter U = 0.95].

• S��� [14]: A self-training partial label learning approach
which learns the desiredmodel and performs pseudo-labeling
jointly by solving a tailored convex-concave optimization
problem [suggested con�guration: regularization parameters
_ = 0.3, V = 0.05].

As is shown in Table 1, the parameters U and : are set to be 0.6
and 8 respectively. The cardinality of the selected feature subset is

1In this paper, the maximum number of iterations is set to be 20 which su�ces to yield
stable performance for the proposed approach
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Figure 1: Trend of classi�cation accuracy ofA-S���� (A 2{P�����,P�����,P������, I��� S���}) where the number of selected
features is set as 3 0 = dV · 3e. The coe�cient V increases from 0.05 to 0.6 with step-size 0.05 in (a) amazon (A = 1), (b) delicious
(A = 2) and (c) bookmark (A = 3).
Table 4: Win/tie/loss counts (pairwise t-test at 0.05 signi�cance level) between A-S���� and A in terms of di�erent number
of false positive labels (A = 1, 2, 3).

A-S���� against A
A=P����� A= P����� A=P������ A=I��� A=S���

A = 1 5/1/0 4/1/1 3/2/1 4/2/0 4/2/0
A = 2 5/1/0 4/1/1 4/2/0 4/2/0 5/1/0
A = 3 5/1/0 4/1/1 4/2/0 4/2/0 5/1/0

In Total 15/3/0 12/3/3 11/6/1 12/6/0 14/4/0

Table 5: Characteristics of the real-world experimental data sets.
Data Set # Examples # Features # Class Labels average # Candidate Labels Task Domain
Lost 1,122 108 16 2.23 automatic face naming [10]

Yahoo! News 22,991 163 219 1.91 automatic face naming [18]
FG-NET 1,002 262 78 7.48 facial age estimation [35]

Soccer Player 17,472 279 171 2.09 automatic face naming [57]
Mir�ickr 2,780 1,536 14 2.76 web image classi�cation [21]
Malagasy 5,303 384 44 8.35 POS tagging [62]

Table 6: Win/tie/loss statistics (pairwise t-test at 0.05 signi�cance level) between A-S���� and A, A-baselines on real-world
data sets.

Data Set A-S���� against A and A-baselines (A = P�����) A-S���� against A and A-baselines (A = P������)
A(Ori) A-RS A-MJE A-MR A(Ori) A-RS A-MJE A-MR

Lost win win win win win win win win
Yahoo! News win win win win win win win win

FG-NET win win win win win win win tie
Soccer Player tie win win win win win win win
Mir�ickr tie win win win win win win win
Malagasy win win win win tie win win win
In Total 4/2/0 6/0/0 6/0/0 6/0/0 5/1/0 6/0/0 6/0/0 5/1/0

In order to explore the in�uence of parameter 3 0 on the per-
formance of the proposed algorithm S����, we further conduct a
series of experiments with 3 0 = dV · 3e where V varies from 0.05 to
0.6 with step-size 0.05. Owing to the limited length of the paper,
only parts of experimental results are depicted in Fig. 1.

Based on the above experimental results over synthetic data sets,
we can draw following conclusions:

• The performance improvement of A-S���� against A is
moderate on mediamill which corresponds to the smallest
number of features (Table 3). On the three data sets with
more than 1300 features and relatively small number of exam-
ples (i.e., amazon, DeliciousMIL and bookmark), A-S����
achieves better performance than A in all 45 cases (Table
4), and the classi�cation accuracy has been improved with
S���� by more than 0.1 in 80% cases. These results demon-
strate that the bene�ts brought by S���� are even more

pronounced under challenging circumstances of high dimen-
sionality and insu�cient training examples.

• As is shown in Fig. 1, the classi�cation accuracy of each par-
tial label learning algorithm coupled with S���� �uctuates
moderately as the value of 3 0 changes. The evaluation results
do not monotonously increase or decrease with the number
of selected features in all curves. There is no one single value
of 3 0 which can consistently lead to the best performance,
although 3 0 = d0.15 ·3e is a reasonable default setting in this
paper. Further performance improvement could be achieved
through �ne-tuning the value of 3 0 for di�erent data sets
and learning algorithms.

4.3 Real-World Data Sets
Table 5 summarizes characteristics of the real-world partial label
data sets collected from di�erent task domains, including Lost

[10], Soccer Player [57] and Yahoo! News [18] for automatic face
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Table 6: Win/tie/loss statistics (pairwise t-test at 0.05 signi�cance level) between A-S���� and A, A-baselines on real-world
data sets.

Data Set A-S���� against A and A-baselines (A = P�����) A-S���� against A and A-baselines (A = P������)
A(Ori) A-RS A-MJE A-MR A(Ori) A-RS A-MJE A-MR

Lost win win win win win win win win
Yahoo! News win win win win win win win win

FG-NET win win win win win win win tie
Soccer Player tie win win win win win win win
Mir�ickr tie win win win win win win win
Malagasy win win win win tie win win win
In Total 4/2/0 6/0/0 6/0/0 6/0/0 5/1/0 6/0/0 6/0/0 5/1/0

In order to explore the in�uence of parameter 3 0 on the per-
formance of the proposed algorithm S����, we further conduct a
series of experiments with 3 0 = dV · 3e where V varies from 0.05 to
0.6 with step-size 0.05. Owing to the limited length of the paper,
only parts of experimental results are depicted in Fig. 1.

Based on the above experimental results over synthetic data sets,
we can draw following conclusions:

• The performance improvement of A-S���� against A is
moderate on mediamill which corresponds to the smallest
number of features (Table 3). On the three data sets with
more than 1300 features and relatively small number of exam-
ples (i.e., amazon, DeliciousMIL and bookmark), A-S����
achieves better performance than A in all 45 cases (Table
4), and the classi�cation accuracy has been improved with
S���� by more than 0.1 in 80% cases. These results demon-
strate that the bene�ts brought by S���� are even more

pronounced under challenging circumstances of high dimen-
sionality and insu�cient training examples.

• As is shown in Fig. 1, the classi�cation accuracy of each par-
tial label learning algorithm coupled with S���� �uctuates
moderately as the value of 3 0 changes. The evaluation results
do not monotonously increase or decrease with the number
of selected features in all curves. There is no one single value
of 3 0 which can consistently lead to the best performance,
although 3 0 = d0.15 ·3e is a reasonable default setting in this
paper. Further performance improvement could be achieved
through �ne-tuning the value of 3 0 for di�erent data sets
and learning algorithms.

4.3 Real-World Data Sets
Table 5 summarizes characteristics of the real-world partial label
data sets collected from di�erent task domains, including Lost

[10], Soccer Player [57] and Yahoo! News [18] for automatic face
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Figure 3: Trend of classi�cation accuracy of A-S���� (A 2{P�����, P�����, P������, I��� S���}). The number of exploited
nearest neighbors (i.e. :) increases from 3 to 10 with step-size 1 in (a) synthetic data set mediamill (A = 1) and (b) real-world
data set Lost; the number of learning rate (i.e. U) increases from 0.2 to 0.8with step-size 0.1 in (c) synthetic data set Corel16k-s1
(A = 2) and (d) real-world data set Mirflickr.

set. It is worth mentioning that the classi�cation accuracy
of each base classi�er has at least been doubled on FG-NET,
which corresponds to the real-world data set with smallest
number of examples but large average number of candidate
labels. These impressive results indicate that the bene�ts
brought by S���� would be more signi�cant under challeng-
ing circumstances of insu�cient training examples and high
rate of false positive labels.

• Out of the 36 statistical comparisons (6 data sets ⇥ 3 base-
lines ⇥ 2 base classi�ers), the performance of A-S���� is
signi�cantly superior to that of A-baselines in 35 cases (Ta-
ble 6). These results indicate that mutual information is an
appropriate evaluation indicator of dependency in partial
label learning framework and the proposed partial label fea-
ture selection approach S���� could signi�cantly improve
the performance of base classi�ers via e�ectively removing
irrelevant and redundant features.

4.4 Sensitivity Analysis
As is shown in Table 1,3 0 serves as an essential parameter for S����
which determines the cardinality of the selected feature subset. The
in�uence of parameter 3 0 on the performance of S���� has been
shown in Fig. 1 and Fig. 2. Overall, the proposed feature selection
approach behaves smoothly as the value of 3 0 changes within a
certain range. The classi�cation accuracy of partial label learning
algorithms coupled with S���� could achieve further improvement
by �ne-tuning the value of3 0, although3 0 = d0.15·3e is a reasonable
default setting in this paper.

Apart from 3 0, the learning rate U and the number of exploited
nearest neighbors : also serve as critical parameters for S����.
Fig. 3 illustrates how the predictive performance of each partial
label learning algorithm coupled with S���� changes as U increases
from 0.2 to 0.8 with an interval of 0.1 and : increases from 3 to
10 with an interval of 1 respectively. As is shown in Fig. 3, the
performance of each partial label learning algorithm coupled with
S���� is relatively stable as the value of U or : changes. Therefore,
the value of U and : is �xed to be 0.6 and 8 respectively in this
paper.

5 CONCLUSION
In this paper, we make the �rst attempt towards partial label feature
selection problem. Accordingly, a novel approach named S���� is

proposed which performs partial label feature selection by maximiz-
ing the mutual-information-based dependency between selected
features and labeling information in an iterative manner. In each
iteration, the near-optimal features are selected greedily according
to properties of submodular function, while the density of latent
label variable is estimated from updated labeling con�dences over
candidate labels by resorting to :NN aggregation in the induced
lower-dimensional feature space. Comprehensive experiments over
synthetic as well as real-world partial label data sets show that
S���� is an e�ective partial label feature selection approach to
improve the performance of state-of-the-art partial label learning
algorithms. It is worth mentioning that the labeling con�dence
matrix Y derived from S���� may bring further improvement of
predictive performance for speci�c partial label learning algorithms
with proper utilization.
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