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“Positive-unlabeled (PU) learning deals with the circumstances where only a portion of positive instances are labeled, while the
rest and all negative instances are unlabeled, and due to this confusion, the class prior can not be directly available. In this
paper, we enhance PU learning methods from the above two aspects. We first explicitly learn a transformation from unlabeled
data to positive data by entropy regularized optimal transport to achieve a much more precise estimation for class
prior. Then we switch to optimizing the margin distribution, rather than the minimum margin, to obtain a label noise
insensitive classifier. ”
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Experiments

Introduction

Positive-Unlabeled Learning: Dataset contains only positive and unlabel instances.
Optimal Transport: Finding the best transport plan T of two distribution ps and pt
under given cost metric C.

Class prior: The proportion of positive instances in unlabeled data.

Optimal Margin Distribution Learning

Key difference
Large margin: Maximize the minimal margin (e.g. SVM)
Margin distribution: Optimize the margin distribution
Features
Avoid gengerting the multiple low-density decision boundraries, and
margin distribution strategy is more robust to the label noise in PU tasks.

Proposed Method

Class prior estimation
(1) The underlying positive instances of unlabeled set and the given

positive instances share the same distribution.
(2) Find the possible positive and negative instances via optimal

transport plan, and estimate the class prior according to its definition.
Set threshold 𝜎𝜎 = 𝑚𝑚𝑚𝑚𝑚𝑚{1, 10/𝑝𝑝}, if 𝑚𝑚𝑚𝑚𝑚𝑚𝒋𝒋𝑇𝑇𝒊𝒊𝒋𝒋 ≥ 𝜎𝜎, then xi will be treated
as candidate positive.
Estimate class prior �𝜋𝜋 via candidate positive set Cp and candidate
negative set Cn

Training with margin distribution
(1) Build kNN-based graph G and Utilize adjacency matrix A to exploit

relation between feature space and label space.
(2) Optimize classifier
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Pseudo-Code

Input: PU dataset S, hyperparameter 𝜂𝜂, threshold 𝜎𝜎.
Solving entropy regularized optimal transport problem
Findind candidate positive and negative instances via 𝑚𝑚𝑚𝑚𝑚𝑚𝒋𝒋𝑇𝑇𝒊𝒊𝒋𝒋 ≥ 𝜎𝜎
Estimate class prior �𝜋𝜋

Output: �𝜋𝜋 and candidate labels 𝑦𝑦𝑢𝑢0

Input: PU data set S, kNN-based graph G, hyperparameter 𝜇𝜇,𝜃𝜃,𝛼𝛼, 𝜆𝜆, 𝜏𝜏,
and estimated class prior �𝜋𝜋, maximum iteration number T
Initialize: unlabeled instances 𝑦𝑦𝑢𝑢 = 𝑦𝑦𝑢𝑢0

Applying variable splitting technique and auxiliary variable q to reform
the problem
For t < T:

Optimizing w by fixing 𝜉𝜉, 𝜖𝜖,𝑦𝑦 and q;
Optimizing 𝜉𝜉, 𝜖𝜖 and q by fixing w and q;
Optimizing q by fixing w, 𝜉𝜉, 𝜖𝜖 and y

Output: w

Conclusion

(1) Achieve more precise estimation of class prior via optimal transport;
(2) Utilize margin distribution to alleviate the inevitable label noise in PU

learning problems;
(3) Achieve better generalization performance on real-world data sets.


	幻灯片编号 1

