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Back groun d Guess: the reason why large nets cannot teach well lies 1n that probs of wrong Utilize this equation to explain why large net cannot teach well:
classes cannot vary differently regardless of temperature Remark 4.5. Fixing g and 7, a higher target logit f, leads to a higher p,,, i.e., a smaller derived
. o _ average e(q).
Knowledge Distillation can transfer the “knowledge” of large models to How to depict the distinctness of wrong classes: variance of probs of wrong classes Remark 4.?; )Fixing 7. less varied wrong logits g leads to less varied q, i.e., a smaller inherent
lightweight models: rariamee Ay
5 5 “Tench” Corollary 4.7. Suppose we have two teachers 'I'y and 'I5, and their logit vectors for a same sample
eac e — are f11 and £12.
4 ) Knowledge 4 N\ Tencher - [ Logits_
distillati . Iffgl > fgﬁ while g'' and g'* are nearly the same, then p,ul > p,u2 (Remark 4.5) while
(1M — ISttiation — Larger 12,0 OR | 9.0 .U(qu) ~ 'U( Tz) Hence U(qu) < U( Tz)
— — Teacher
Larger Target Logit Smaller Inherent Variance :
D - : / . Iff,;rl S fgﬁ while v(g't) <v(g'?), then pgl N p,f while v(q'*) <v(q'?) (Remark 4.6).
Softmax with Temperature 4.0 HQI;I ce, v (qu ) < (qT2 ).
T Dark KnOWledge H /Smaller 0.731 [ Probs ]\ ) ) . ) )
K / K / Teacher ' * Logit of correct class provided by large nets is quite large which leads to small DA.
Derived Variance: 0.0057 « Logits of wrong classes provided by large net are less varied which leads to small I'V.
High capacity, well performance Low capacity, poor performance Larger | 0.852 0.717 Conclusion: Large nets provide small DV. Traditional temperature scaling cannot
. . LO itS: PI’ObS: feacher Derived Variance: 0.0031 Derived Variance: 0.0030 make pl‘ObS of wrong classes variant.
Loss of student = loss of classification + loss of KD gits: f p - /
Visual display Numerical example : : :
- —(1 A)log P;;g (1) AT’ Z p. (7)logp; (1), p: probs by network 7. temperature We propose Asymmetric Temperature Scaling (ATS):
c=1
- _T,S: teacher, student  A: balance factor
CE L S ) > . . .
, LI KD Low Method po(r1.70) =exp (£.)7.) ] Y exp(£;/7;)., 1 =T{i=ylm +I{i % y}m. Vie[C],
j€[C]
: :  If the teacher outputs a larger logit f, for the correct class, a relatively larger 7 could
We focus on: Why larg.e n(?tworks may n(‘))t teach well? How to make large Decompose KD nto = —(1 - \)logp; (1) ~AT? Z; pl (1) logp? (1), decroase it to a re;fsonable rﬁagnit% de,yi.e., decreasing p, and increasingye (q)g, an dl finally
networks teach better via simple methods three parts: CF Loss . ) increasing the derived variance v(q);
C ) KD Loss
4 N\ = ! * If the teacher outputs less varied logits g for wrong classes, a relatively smaller temperature
. . 75 could make them more diverse, i.e., increasing v(q), finally increasing the derived
e K, ko ==y (M) log Py (1) = 2 e (@' (1) log pe (1) = 2 (pe (7) — € (a” (7)) log P2 (7). variance v(q).
- — v CFY CFY . . .
U D Wedge . Comect Guidar =« - N _ y * Logit of correct class 1s large. Relatively - — [E\
- \ Smooth Regularization Class Discriminability ]arger T4 could increase DA. Teacher -
o - J Large networks * Logits of wrong classes are similar. Larger | 120 OR | 90
ngh CafpaCIty' well . teach wWOorse than » One—HOt Relathely SmaHCI‘ TZ COUld IIlCI‘GaSG IV \Teachel‘ Larger Target Logit Smaller Inherent Variance /)
pEFIOTINANEE > small nets , Conclusion: ATS can enlarge DV provided by
4 I D Correct Guidance . large nets to make probs of wrong classes Left ATS: 7; = 4.67,7, = 4.0
‘ i T Label Smoothing more variant. Right ATS: 74 = 4.0, 7, = 2.0
) — \ﬂ\e@%@ o / Smooth Regularization - T RN
o "
UD s - Knowledge Experiments
B Class Discriminability Distillation
k — / RES14:TS RES110: TS RES110:ATS
Low capacity, fairly good Smooth Regulanzahon Class D|scr|m|nab|l|ty . — ) o) — ) o) § S
performance Decomposition of KD D% 0.04- .:z.-. = g 004- f ::' : K - .
. ) . Proposition 4.4 (Derived Variance vs. Inherent Variance). The derived variance is determined by 5% ii ) l [:[ZO ﬁ* * : s g
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' o p T Temperature Temperature Temperature
'U(q) _ (C _ 1)2 62 (q) 'U((i) . (4) Derived Average Derived Variance
N—— — — —— . . .
Why temperature T of teacher net should be proper 1n traditional KD: DV DAz IV Figure 3: Correlations of smooth regularization Figure 7: The change of derived average (e(q))
; N and derived variance (v(q)) as 7 increases from
measured by derived average) and class discrim- .
| l _ ( bility ( d by derived . ) ¢ 0.1 to 10.0 on CIFAR-10. The third one shows
pT(t) = SF(f; 7) Applylng softmax to whole classes’ i?% ity (measuted by aerivea variance) w.L.t. the results of ResNetl 10 with the proposed ATS.
= _(1 A)logp, (1) -AT? Z (T logp. (T) o Improvement ratio. DV under TS is limited while ATS enlarges it.
CE LO S h d i oI k.’ ) g Slice Avg
KD LOSS # H ﬁ |:> DA e (q) ResNet WideResNet ResNeXt
Too small temperature : W Probs:  Var | L L [ T et ot - KD TS a
| : rong Probs; Var e e B O [
h in | Output of teacher nets tends to All Logits: All Probs: N fg | — DV: v(q) 3 v | \ /\\/*\ - In ATS, tune 74,7,
Teacher Decommostiion of KD Swdent / b€ One-Hot, which provides no f % 1= WPclezy e o '\*\_/\ can make large nets
ecomposition o . . 0710~ : : | . . | .
[ower extra information for student g ol teach better again.
Teacher’s Correct Class Ff‘ 2 9 - + Um - o i "'_'_ KD‘T“;-
Label Guidance Discriminability Pr()per temperature‘ 5 ﬁ "U(q) - (C o 1) € (q) 'U(q) : E[J_m_ - )72~ e - KD ATS
| B ' @ = —— 5 oSS el R e——— . _
£ 7 / Probs of wrong classes vary a lot SF(g) pAz 1V ol s e s s s e s s Dataset: CIFAR-100
. [T e J g et St el e col: teacher e
= Too large temperature: vlq e —— K0TS _'__ D TS ¥ —— kDTS ,
h & W L .t 2 0.60- \-’;Qi 0.6 it sl e \\/ . Irow: StUdent net
Output of teacher nets tends to rong Logits: Wrong Probs: = o o T axi1s: capacit
. eeadadd — . . . . . — -~ : : ' ! : ' : ! ' : : ! ' X X
Higher X be uniform, which 1s similar g = fclesy q R g P G SRR R o ks g e i pactty

to Label Smoothing Applying softmax ONLY to wrong classes’ logits
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