
Multi-Scale Adaptive Network for 
Single Image Denoising

Preliminary
Multi-scale architectures have shown effectiveness in vision tasks,
thanks to multi-scale features and cross-scale complementarity.
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Experiments

Ø Existing architectures process the different scale features by homologous
architectures, such as skip connections and universal neural blocks, without
considering the scale-specific characteristics.

Ø Within-scale characteristics involves feature resolutions (F. Res.), feature
channels (F. Chs.), receptive field (R. Fie.), noise amount (N. Amt.), noise
robustness (N. Rob.), geometric details (G. Det.), contextual information (C.
Inf.), etc.

Ø Our Proposal: the different scale features show varying characteristics and
should be processed by scale-specific structures rather than homologous
architectures. In other words, the different network structures corresponding
to the different scale features for adapting their varying characteristics.

Feeding multi-/single-resolution images/features into single/multiple 
subnetworks, and fuse the outputs for exploiting cross-scale complementarity.

Observation & Motivation
A missing piece in modern multi-scale architecture design, i.e.,
the within-scale characteristics of multi-scale features are ignored.
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Fusing the multi-scale features with varying characteristics.

Key Contribution
We reveal the missing piece in multi-scale architecture design,
and accordingly design a novel multi-scale adaptive network as
well as two neural block for single image denoising, whose
structures simultaneously consider within-scale characteristics
and cross-scale complementarity.

The different scale features show varying characteristics, and thus enjoying 
the different network structure preferences.

The code could
be accessed from
https://pengxi.me

Multi-scale features with our networks
(the bottom row) show more significant
within-scale characteristics and cross-
scale complementarity.

Ø Encoder
• Residual block only
• Extracting features of different scales

Ø Decoder
• AFuB only
• Transferring details into contexts

Ø High-resolution branches
• Alternately stack AFeB and AMB
• Deeper structure for effectiveness

Ø Low-resolution branches
• AMB only
• Shallower depth for efficiency

Ø AFeB preserves the indispensable details while filtering unpleasant noises via

Ø AMB enriches context information without losing details and damaging structure via

Ø AFuB fuses multi-scale features with varying characteristic via
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