
Continuous-Time and Multi-Level Graph Representation 

Learning for Origin-Destination Demand Prediction

Origin-Destination (OD) demand prediction aims 

to predict the demand between two traffic 

nodes.Although there are some attempts on OD 

demand prediction, two important issues have 

rarely been discussed.

• First, historical transactions are generally 

aggregated into demand snapshots, which will 

result in inevitable information loss. 

• Second, the spatial dependency in prior studies 

is always manually designed, which is intuitive 

but incomplete.

To address the above issues, this study proposes a 

novel Continuous-time and Multi-level dynamic 

graph representation learning framework for 

Origin-Destination demand prediction (CMOD).

Introduction

Figure 1: OD demand prediction with continuously 

evolving node representations.

Formulation
• DYNAMIC TRANSACTION GRAPH.

Transcations contain origin, destination and 

departure time, which are organized as a 

continuous-time dynamic graph 𝒢 = (𝕍, 𝔼), 
where 𝕍 is a finite set of 𝑁 traffic nodes; 𝔼 is the 

set of 𝑀 timestamped transactions. An edge 

𝑒𝑚 = (𝑣𝑚
𝑜 , 𝑣𝑚

𝑑 , 𝑡𝑚) represents a passenger from 

𝑣𝑚
𝑜 to 𝑣𝑚

𝑑 at time 𝑡𝑚. 

• OD DEMAND MATRIX. The OD demand 

matrix between 𝑡 and 𝑡 + 𝜏 is denoted as 

𝐘𝑡:𝑡+𝜏 ∈ ℝ𝑁×𝑁.The (𝑖, 𝑗)-entry of 𝐘𝑡:𝑡+𝜏

represents how many passengers travel from 𝑣𝑖
to 𝑣𝑗 between 𝑡 and 𝑡 + 𝜏: 𝐘𝑖,𝑗

𝑡:𝑡+𝜏 = |{𝑒𝑘|𝑣𝑘
𝑜 =

𝑣𝑖 ∧ 𝑣𝑘
𝑑 = 𝑣𝑗 ∧ 𝑡 ≤ 𝑡𝑘 < 𝑡 + 𝜏}|, where | ⋅ | is the 

size of a set.

• OD DEMAND PREDICTION PROBLEM.

Given historical transaction records, OD 

demand matrix in the next period of time is 

calculated as follow:
෡𝐘𝑡:𝑡+𝜏 = 𝑓(𝒢𝑡 , 𝐅,𝕎),

where 𝕎 is the set of learnable parameters.

Dataset
We evaluated our methods on two real world 

datasets, BJSubway and NYTaxi. Detailed 

statistic information of these datasets is shown 

in table 1.

Table 1: Statistic information of datasets
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Experiment
Table 2: Comparison with baselines.

Figure 6:Intrepretation of discovered clusters

Figure 4:Intrepretation of evolving 

dynamic station representations

Figure 5:Prediction in  two different settings
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Methodology

Figure 2: The overall framework of CMOD. The core idea of the framework is to maintain 

multi-level memories for nodes. The multi-level structure is designed to capture spatial 

dependency between traffic nodes. When transitions happen, this framework will update these 

memories with these streaming events. And the updated memories, which compress all 

historical transactions and represent real-time node status, are utilized for the final prediction.

Figure 3:Multi-level memory updater

• Continuous-Time Node Representation.

CMOD is directly built on raw transition 

records, which views time information as 

continuous features and maintains continuous-

time evolving representation(memory) for 

each traffic node .

• Multi-level Structure. As shown in top-left of 

Figure 2, station-level nodes are aggregated to 

virtual cluster-level nodes and cluster-level 

nodes are aggregated to the virtual area-level 

node. Their memory are update as figure 3 

shows.

• Table 2 summarizes the performance of all baselines, including traditional machine 

learning methods, snapshot based OD prediction methods and dynamic graph methods.

• Figure 4 shows some representations of stations in BJSubway, demonstrates that CMOD 

can automatically discover similar patterns from adjacent stations without predefined 

geographical information.

• Figure 5 shows that the time granularity of CMOD’s input need not to set explicitly. .Thus, 

CMOD is able to update memories with varied timespans and predict demand whenever 

the memories are updated.

• The highest weighted station-level nodes are selected to illustrate their locations in figure 6, 

demonstrate that the multi-level structure can adaptively aggregate station-level nodes to 

clusters, establish relations among traffic nodes and benefit the final prediction


