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Rethinking Graph Augmentation in Graph
Contrastive Learning (GCL)

 Our target is to uncover some general rule across
different graph augmentation strategies, and use this
rule to validate and improve the current GCL methods?

Maintain the lowest part of
• Performance achieves the best
• Difference in         is smaller

More high frequencies in
• Performance generally rises
• Difference in         is larger

 Experimental analysis --- Contrast between A and 9
existing augmentations

InfoNCE loss

We are the first to indicates that GCL can make encoder
capture invariance between two contrastive views.
 The GAME rule requires smaller difference in low-

frequency partemphasize low-frequency information

The General Augmentation (GAME rule)

Impact of Graph Augmentation

Case study model Generating V

 Result & Analysis:

 Theoretical analysis --- Why does GAME rule work?

Spectral Graph Contrastive Learning 

 Target: learn a transformation Δ𝐴𝐴 from A to A_

 Optimization Objective

 Solution

Experience

 Node classification
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