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Observation: Different tasks focus on different image features.

Guess: Task distribution shift leads to a biased focus of neural networks on
image features.

Question: How to verify this guess?

Thinking: If such a bias is general, then there should be a feature
transformation that can rectify this bias.

A Simple Channel-wise Feature Transformation
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Effect on 5-way 5-shot few-shot tasks:
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This transformation works only
when task distribution shift from
training to testing exists!

Conclusion & Question: We verify
that as a result of task distribution
shift, some kind of Bias of image
features exists. Then How to
characterize the bias? To answer this
question, we need to further analyze
this transformation.
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Initial Analysis

Properties of the transformation:

Channel Importance Matters in Few-shot Image Classification
Xu Luo, Jing Xu, Zenglin Xu

Three types of task distribution
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This transformation suppresses channels of large MMC and largely amplifies
channels of small MMC.
MMC is important! Can we obtain the optimal or oracle MMC of any task?

Oracle MMC of Any Binary Task

Theorem: Two classes of image representations, each with mean and
variances 1, a1and Uy, 0, respectively. Then the oracle MMC of the c-th
channel w, should satisfy
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The larger the mean difference, the smaller the variance, and the more
important the channel.

Empirical verification:

Algorithm Classifier Transformation | mini CUB Texture TS PlantD ISIC ESAT Sketch QDraw Fungi | Avg
None 9.5 806 80.6 851 892 657 865 719 824 746 |80.7

PN NCC Simple 913 824 831 858 930 686 892 752 85.1 772 | 83.1
Oracle 93.1 887 872 924 956 69.1 915 812 894 884 |87.7

None 940 87.1 857 887 950 687 935 787 85.5 828 |86.0

S2M2 LC Simple 944 883 873 912 964 722 938 810 89.2 845 | 878
Oracle 963 940 907 961 983 72.6 952 870 93.0 933 |97

Visualization:

Simple
transformation

* The two axis are two selected
channels from feature
representations learned by
ProtoNet. We here show a
binary 1-shot task on these
two channels using the
ProtoNet classifier head. The
black line is the classification
boundary.
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: * The rescaling of channels made
: by simple and oracle

//ff/ transformation helps highlight

" oracle the most discriminative
Oracle feature channel (y-axis).

Analysis of Channel Bias of Visual Representations
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Conclusions:
* Neural networks are overconfident in previously learned channel
emphasis.
* The channel bias problem diminishes as task distribution shift
lessens.
* The simple transformation pushes channel emphasis towards the
optimal ones.
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Shot Analysis

: = * The channel bias problem

requires more attention in
E, few-shot setting, while
simple fine-tuning can help
address this problem in
many-shot setting.
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* Logistic regression can alleviate the channel bias problem to some extent
in many shot setting.

Code is publicly available at
https://github.com/Frankluox/Channel_Importance_FSL



