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➢ We study single-positive multi-label learning and propose a novel approach SMILE.
➢ We derive an unbiased risk estimator, which suggests that one positive label of

each instance is sufficient to train predictive models for multi-label learning.
➢ We design a benchmark solution via estimating the soft label corresponding to

each example in a label enhancement process. The effectiveness of the proposed
method is validated on twelve corrupted MLL datasets.

Multi-label Learning

Our work: 

➢ Theoretically, we for the first time derive an unbiased risk estimator for SPMLL. 

Based on this, an estimation error bound is established that guarantees the risk-

consistency.

➢ Practically, we propose the method SMILE for SPMLL via adopting the latent soft 

labels recovered by label enhancement. 
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Unbiased Esitmator 

promote the label 
enhancement process via 
enforcing that the estimated 
soft label should inherit the 
labeling-information of 

observed labels

Experiments
Datasets
➢ Twelve widely used MLL datasets and five datasets, where we generate the single positive 
training data by randomly selecting one positive label to keep for each training example.
➢ We run the comparing methods with 80%/10%/10% train/validation/test split.

Experimental Results 

Evaluation Metrics

• Ranking loss↓
• Hamming loss↓
• One-error↓
• Coverage↓
• Average precision↑

SMILE 
vs. 

SPMLL approaches

SMILE 
vs. 

MLL with missing label 
approaches

Baselines

SMILE achieves superior performance against all the comparing

approaches on all evaluation metrics (except on Ranking loss and

Coverage where SMILE achieves comparable performance against

WAN), which provides a strong evidence for the effectiveness of

risk-consistent estimator for SPMLL.

Wilcoxon signed-ranks 
test at 0.05 significance 
level

set of relevant labels

MLL Expected risk 

SPMLL Expected risk 
observed single-positive label

soft label, recovered via the label
enhancement process

Estimation Error Bound

Label Enhancement 

Aims to infer
Approximate

decomposed into
The parameters ∆= [𝛼1, 𝛼2, . . . , 𝛼𝑛] and 𝛷 =
[𝛽1, 𝛽2, . . . , 𝛽𝑛]are outputs of the inference model 

parameterized by 𝜔1, which is defined as a GCN.

The parameters ∆= [𝜇1, 𝜇2, . . . , 𝜇𝑛, 𝜎1, 𝜎2, . . . , 𝜎𝑛]are 

outputs of the inference model parameterized by 𝜔2, 

which is defined as a MLP.

Variational Bayes Techniques

Compatibility Loss

Optimization problem

Binary cross-entropy loss

Single Positive Multi-label Learning 

Comparing with fully labeled case,
the SPMLL approaches on single-
positive labeled examples only incur
a tolerable drop in the performance
but drastically reduce the amount
of supervision required to train
multi-label classifiers.
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