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Introduction
qMost online e-commerce platforms allow
users to explain the reasons behind their
ratings in text reviews.

qReviews help alleviate the sparse issue in the
recommender systems.

qCurrent review-based recommender systems
can be mainly categorized into two types.
ØUser and item representation learning enhanced
by historical reviews

ØInteraction modeling enhanced by target reviews
(Each target review is the review of a user to an
item, which corresponds to the interaction)

qWe argue that review-based recommendation
data naturally forms a user-item bipartite
graph with edge features.
ØEdge features
• Numerical ratings
• Textual reviews

qChallenges
ØHow to explore this unique graph structure?
ØThe rich graph patterns are hard to learn by
sparse ratings. Can we develop self-supervised
signals to boost graph learning？
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qRGCL-1: graph initialization
ØNodes
• Users and items are represented by free
embeddings.

ØEdges
• Ratings are regarded as edge labels.
• Reviews are pre-encoded to feature vectors.

qRGCL-2: Review-aware Graph learning (RG)
ØUser and item representation learning
• Review-aware message passing

• Aggregation

ØInteraction Modeling

qRGCL-3: graph contrastive learning
ØNode Discrimination (ND) for Node
Representation Enhancement
• Node dropping for data augmentation

ØEdge Discrimination (ED) for target review
alignment

qModel optimization

The Problem Definition

The Proposed Model: RGCL

qUser-item bipartite graph with featured
edges 𝒢 =< 𝒰 ∪ 𝒱, ℰ >
ØNodes
• a user set 𝒰 𝒰 = M
• an item set 𝒱 𝒱 = N

ØEdges ℰ = {𝑹, 𝑬}
• A rating matrix 𝑹 ∈ ℛ!×#, each element 𝑟$%
represents the rating.

• A review tensor 𝑬 ∈ ℝ!×#×& , each vector
𝒆$% ∈ ℝ& represent the review feature.

qThe goal is to the predict final rating matrix
*𝑹 ∈ ℛ!×# with the graph 𝒢.

The Framwork of Our Proposed RGCL

Experiments

Conclusion

Influence from edges Influence from neighbors 

To tune the impacts by edges

Positive pairs Negative pairs

Positive pairs Negative pairs

qWe borrowed the natural user-item graph structure for
review-based recommendation and unified review and graph
in one model.

qWe developed self-supervised signals to boost the embedding
learning and interaction modeling based on reviews.

qExtensive experiments demonstrated the effectiveness of our
proposed RGCL.

Table 1: Statistics of datasets

Table 2: Overall comparison in terms of the MSE 

Ablation study 1

Table 3: MSE comparison of different components of  RG

Ablation study 2

Table 5: MSE of our CL  constraints on different 
recommendation models.
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