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p Pre-training, then fine-tuning

Pre-training then fine-tuning is a promising paradigm to utilize 
the power of small/normal size pre-trained language models, 
achieving state-of-the-art performance on a wide range of 
downstream tasks.  

Language-Model-as-a-Service (LMaaS)

Black-Box Tuning Overview of Approach

Due to commercial concerns and expensive tuning cost, 
large language models (LLMs) such as GPT-3 are usually 
released as a service instead of open-sourcing model 
weights. Users can only access their inference APIs.

p Can we optimize task-specific prompts by only accessing 
model output probability?

p Challenge of high dimensionality

p Low intrinsic dimensionality of LLMs

The objective:

The continuous prompt to be optimized contains tens of 
thousands of parameters, posing a challenge for derivative-
free optimization (DFO).

Fortunately, it has been demonstrated that LLMs have a very 
low intrinsic dimensionality, and therefore we can perform DFO 
in a low-dimensional subspace via random embedding.

Thus, we recast the objective as:

Experiments

p Main results under true few-shot setting

Black-box tuning is more favorable than gradient descent in 
the scenario of parameter-efficient few-shot learning.

p Language-Model-as-a-Service (LMaaS)

How to make LLMs benefit more people when we only have access to model inference API?

Ablations CMA-ES vs. Adam

CMA-ES outperforms Adam when subspace dim is low
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