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 Background
Vision transformers (ViTs) have demonstrated impressive performance on a series

of computer vision tasks, yet they still suffer from adversarial examples. In this paper,
we posit that adversarial attacks on transformers should be specially tailored for their
architecture, jointly considering both patches and self-attention, in order to achieve high
transferability.

 Our Method
We introduce a dual attack framework, which contains a Pay No Attention (PNA)

attack and a PatchOut attack, to improve the transferability of adversarial samples
across different ViTs. We show that skipping the gradients of attention during
backpropagation can generate adversarial examples with high transferability. In
addition, adversarial perturbations generated by optimizing randomly sampled subsets
of patches at each iteration achieve higher attack success rates than attacks using all
patches.
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Where M is the mask of selected patches, The added second term encourages
perturbations to have a large L2 norm, preferring a large distance from x. λ controls the
balance between the loss function and the regularization term.
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Summary

We identify several properties of ViTs. Specifically, we find that ignoring the
gradients of attention units and only perturbing a subset of the patches at each iteration
prevents overfitting and creates diverse input patterns, thus increasing transferability.
After verifying our intuitions, we propose the dual attack for ViTs consisting of the Pay
No Attention (PNA) attack and the PatchOut attack to craft adversarial examples with
high transferability. We conduct a series of experiments with 8 ViTs, 4 normally trained
CNNs, and 3 robustly trained CNNs to show that the proposed method can greatly
improve adversarial transferability.

 Pay No Attention Attack
The Pay No Attention (PNA) attack improves adversarial transferability by treating

the attention weights computed on the forward pass as constants. In other words, it
does not propagate through the branch of the computation graph that produces the
attention weights, as illustrated below.

To illustrate how the gradients of attention weights impair adversarial transferability,
we conduct a toy experiments using the BIM attack on the white-box model ViT-B/16
using the ImageNet validation dataset. The right figure shows the results of Pay No
Attention attack. We observe that the attack success rate (ASR) decreases as more
attention gradients are used during backpropagation. Bypassing all gradients of
attention (the green path) improves attack success rate from 29% to 42%.

 PatchOut Attack
The PatchOut attack randomly samples a subset of patches to receive updates on

each iteration of the attack crafting process. This is akin to using dropout on
perturbation patches, and helps to combat over-fitting.

This figure shows the results of PatchOut, where we randomly select ten patches
as one input pattern. We call such a sparse perturbation a “ten-patch.” We see that
stacking multiple ten-patches achieves a higher attack success rate than using
perturbations produced by optimizing on the whole image at once. This observation
demonstrates that stacking perturbations from diverse input patterns can help alleviate
the over-fitting problem.
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