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2 –  The proposed MUSIC

 We propose a simple but effective approach, i.e., MUSIC, to 
deal with semi-supervised few-shot classification tasks. To 
our best knowledge, MUSIC is the first approach to leverage 
negative learning as a straightforward way to provide pseudo-
labels with as much confidence as possible in such extremely 
label-constrained scenarios. 

 We can implement the proposed approach using only off-the-
shelf deep learning operations, and it can be implemented in 
just few lines of code. Besides, we also provide the default 
value recommendations of hyper-parameters in our MUSIC, 
and further validate its strong practicality and generalization 
ability via various SSFSL tasks.

 We conduct comprehensive experiments on four few-shot 
benchmark datasets, i.e., miniImageNet, tieredImageNet, 
CIFAR-FS and CUB, for demonstrating our superiority over 
state-of-the-art FSL and SSFSL methods. Moreover, a series 
of ablation studies and discussions are performed to explore 
working mechanism of each component in our approach.

3 –  Contributions

4 –  Experiments
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Challenge: How to obtain 
trustworthy pseudo-label in 
such a limited-data regime?
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5 –  Ablation Studies
Our Music can get more trustworthy pseudo-label.

Learning from negative 
pseudo-label first can  get 
better results.
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Comparisons of classification accuracy on four 
benchmarks.

Our Method of sUccesSIve exClusions (MUSIC)

Negative learning

SSFSL supposes 
that we can 
utilize unlabeled 
data to help to 
learn the model.

Negative label helps
us distinguish what 
category this object 
does not belong to.


