
Learning with Twin Noisy Labels for
Visible-Infrared Person Re-Identification

Observations & Motivations
Annotation and Correspondence: The data annotation aims at
labeling the data in various formats like images and regions. The
data correspondence refers to as the relationships between
different samples such as images, texts and nodes.

DART first computes the confidence of
annotations by resorting to the
memorization effect of DNNs. Then,
DART divides the data into four groups,
and rectifies the noisy correspondence
with the estimated confidence.
Finally, DART employs a novel dually
robust loss consisting of a soft
identification loss and an adaptive
quadruplet loss to achieve robustness
on the noisy annotation (NA) and noisy
correspondence (NC).

Method
Overview of the proposed method.

Twin Noisy Labels: In VI-ReID, some persons may be annotated
with the wrong identity due to the poor recognizability in the
infrared modality, which will eventually contaminate the cross-
modal correspondence, thus leading to noisy correspondence.

Ø Comparison on SYSU-MM01 under various noise rates

The performance comparisons
between AGW and our DART
on various noise ratios from
0% to 50% with an interval of
10% show the robustness and
generalizability ability of RART.
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• We reveal a new problem for VI-ReID, termed twin noisy labels
(TNL), which could be a new paradigm for noisy labels;

• To achieve robust VI-ReID, we propose a novel method for
learning with TNL, termed dually robust training (DART), which
could be the first successful solution towards TNL.
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Ø Visualization on the Robustness

Experiment

Ø Ablation studies on SYSU-MM01 with noise ratio of 20%

Ø Co-modeling
Based on the memorization effect of DNNs, DART computes the correctly
annotated confidence of each sample at each epoch.

1. Warmup two networks individually using the vanilla identification loss.

2. GMMs are used to estimate the correctly annotated confidence.

Ø Pair Division & Rectification

Ø Dually Robust Loss

Clean confidence:

Gaussian mixture model:

DART divides the constructed pairs into four subsets, i.e., true positive 
(TP), true negative (TN), false positive (FP), and false negative (FN) pairs,
and rectifies their correspondences.

2. Rectification:

1. Division:

Ø Study on Robustness and Generalizability

The twin noisy labels in VI-ReID. In the figure, 𝑉!
"/𝑅!

"denotes sample 𝑖 with the annotated identity 𝑗 from the 
visual/infrared modality, the color indicates the latent correct identity, and 𝑅#$ and 𝑅## are noisy annotations.

Examples of different types of data annotations and correspondences

Highlights & Contributions: 
The code is available at
https://github.com/XLearning-SCU/2022-CVPR-DART
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The baseline cannot handle NC so that different kinds of pairs are mixed up. In
contrast, DART will prevent NC from dominating the network optimization.
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VI-ReID: The task aims at finding
the corresponding identities across
visible and infrared modalities by
simultaneously using the identity
annotation (IA) and the cross-modal
correspondence established by IA.


