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❖ Contributions: 

➢ (1) We pre-train the first Chinese pre-trained language model specially for mathematical problem understanding;

➢ (2) We design a curriculum pre-training method to learn mathematical knowledge and logic, from basic to advanced courses.

➢ (3) Experimental results on offline evaluation (9 math-related tasks) and online 𝐴/𝐵 test show the effectiveness of JiuZhang.

❖ Experiment

❖ Approach:

➢ 1.Backbone: Unbalanced Encoder-Decoder Transformer

⚫ A Shared Deep Transformer Encoder + Two Shallow Generation- and Understanding-Specific Decoders

➢ 2.Curriculum Pre-training:

⚫ Basic Course: Masked Token Prediction

⚫ Masked Language Model for U-Decoder & Denoised Auto-Encoding for G-Decoder

⚫ Position-biased Masking: assigns larger masking weights to words at larger positions

⚫ Advanced Course: Mathematical Logic Recovering

⚫ Shuffled Sentences Recovering & Shuffled Formulas Recovering

⚫ Advanced Course: Solution Checking

⚫ Dual-Decoder Solution Checking: employ the two decoders to detect and correct the generated texts from each other

(1) Classification: KPC, QRC, QAM; (2) Retrieval: SQR, QAR; (3) QA Task: MCQ. BFQ; (4) Generation: CAG, BAG


