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Background

• Real-world data often exhibits a long-tail class distribution

• Two-stage learning adopts re‐sampling in the second training stage
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Motivation

Can re-sampling benefit long-tail learning in the single-stage framework?

• Re-sampling leads to opposite effects on long-tail datasets
• On MNIST-LT dataset,

Re-sampling helps long-tail learning
(More balanced, more helps).

• On CIFAR100-LT dataset,
Re-sampling harms long-tail learning
(More balanced, more harm).

• We hypothesize that re-sampling is sensitive to the contexts in the samples
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Insights

• Re-sampling can learn discriminative representations

• Re-sampling is sensitive to irrelevant contexts
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Method

• Context-Shift Augmentation (CSA)
—— a simple approach to make re-sampling robust to context-shift
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Experiments

 CSA remedies class-balanced re-sampling

 CSA yields better representations

 CSA outperforms baseline methods
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Conclusion

• This paper investigates the reasons behind the success/failure of re-sampling 
approaches in long-tail learning

• This paper proposes a new context-shift augmentation module.

Thanks!
Code is available: 
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