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Background

p Time series
n Time series data are sequences of observations collected over time, have been the subject of 

significant research interest in recent years due to their importance in various domains. 
n The analysis of time series data not only has significant academic research value but also is an 

essential tool for data-driven decision-making broad range of applications.

Healthcare Monitoring Industrial  DetectionAbnormal Traffic Detection



Problem Definition

Example of ECG Classification

pTime series classification (TSC)
n  The goal of TSC is to build a function model that can learn the patterns in the time series data 

and generalize well to make accurate predictions on unseen data.
pFind informative patterns relative to target class labels

n It usually refers to various complex patterns to be mined for TSC
n A typical feature is to cover different time scales

ü Local sub-series or long time interval

Sinus Rhythm Sinus Bradycardia



Related Works & Motivation

p Convolution neural networks (CNNs) play a vital role in time series classification
n Three aspects of strength w.r.t.  applying CNNs in time series classification

ü Multi-scale representations with varying strides
ü Weight-sharing mechanism
ü Can be computed in parallel

p One key limitation
n Lacking of the capacity of global context modeling

p Traditional methods
n Shapelet based model

n Learning shapelets
n Distance-based

n NN-DTW 
n Feature based

Ø XGBoost

n Key limitations
ü Expensive computation cost
ü Hard to serve large scale time series scenario
ü Linear transformation

Ruiz, Alejandro Pasos, et al. "The great multivariate time series classification bake off: a review and experimental 
evaluation of recent algorithmic advances." Data Mining and Knowledge Discovery 35.2 (2021): 401-449.

n Key strengths of deep learning models
ü Can easily scale to large-scale data
ü Non-linear transformation capacity



Related Works & Motivation

p Transformer models
p Transformer models preserve the strong capacity of global contexts and has achieved great success in 

language text representation.
p Challenges in adapting Transformers from language to time series

p Basic semantic unit: human-generated discrete word v.s. temporal continuous value.
p Sequence length: very short or limited sequence length v.s. very long sequences.
p Position information: only sequence v.s. time property.

p Drawback of TST [Zerveas et al, KDD2021], which a transformer-based framework proposed for time 
series classification
Ø Expensive computation cost

Ø Its computation cost is sequence length
Ø Lack of multi-scale representations

Ø Lack of hierarchical architecture
Ø Weak translation invariance capacity

Ø Dynamic weight instead of weight-sharing

Zerveas, George, et al. "A transformer-based framework for multivariate time series representation learning." Proceedings of the 27th ACM 
SIGKDD Conference on Knowledge Discovery & Data Mining. 2021.



Contextual positional encoding strategies. Temporal reduction attention layer.

Overview of the FormerTime

Temporal slicing partition operation and multi-scale representation.



Temporal Slice Partition

Single scale representations.
Expensive computation costs.

Multi-scale representation transformation.
The sequence length is largely reduced.

Temporal slicing partition: time series point in 
local regions are modeled together instead of 

individually learning their representation.

Stage-wise network architecture: the varying 
scale of time series data can be effectively 

learned by flexibly updating the number of stages.



Temporal Reduction

A Novel Transformer Encoder

Multi-Head Self-
Attention (MHSA)

Multi-Head Self-
Attention (MHSA)
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Vanilla Multi-head Self-
Attention Layer

Temporal Reduction Multi-
head Self-Attention Layer

ü Making the input sequence permutation-
variant but temporal invariant is a necessity 
for time series classification.

ü Having the ability to provide absolute 
information also matters. 



Experiment Settings

p Datasets
n Ten public time series classification datasets chosen from UEA archive.

n Evaluation Metrics
n Classification performance

ü Accuracy
n Computation cost

ü MACs
n Compared Baselines

n Shapelet-based methods
ü Learning Shapelets
ü Shapelet Transformation

n Convolution-based methods
ü MDCNN
ü InceptionTime
ü MiniRocket

n Self-attention based methods
ü TST/Informer/GTN



Experimental Results

Our FormerTime can achieve superior classification accuracy in average, reflecting the 
potential application of Transformers in time series classification tasks.

The computation cost of FormerTime is only similar with convolutional based models.



Experimental Results

ü In terms of the hierarchical 
architecture, it seems to require 
different number of stage with 
respect to the specific datasets.

ü In the UEA datasets, it can help us 
achieve superior performance while 
preserving the number of stage as 3.

Studying the impact of 
stage number.

Studying the impact of  
temporal slice size.

Studying the effectiveness 
of our positional encodings.

ü It seems that larger slice size can help 
us achieve superior classification 
performance in most situations.

ü This is most probably because larger 
slice size can further enhance the 
information density of sub-series.

ü Our contextual encoding strategy can 
exhibit other several prevalent methods 
of positional encoding methods.

ü It indicates the essence of absolute and 
relevance of positional encoding strategy.



Experimental Results

FormerTime can effectively capture the 
semantic information of sub-series.

FormerTime can learn high-quality 
representations of time series data via 

supervised learning.



Conclusion & Take Away Message

p We try to show the potential of applying Transformer network in the classification of time series so 
as to promote the development of time series mining.

p We proposed a novel Transformer based model for time series classification
n Multi-scale representation of time series

ü Temporal slicing partition
ü Hierarchical network architecture

n A novel Transformer encoder network
ü Contextual positional encoding
ü Temporal reduction attention layer

p We conduct extensive experiments on 10 UEA datasets
n FormerTime can achieve superior performance for the classification of time series in average.
n FormerTime can overcome the inefficient computation issue incurred by the original setting of 

feeding raw time series into vanilla self-attention mechanism.

https://github.com/Mingyue-Cheng/FormerTime



Our Research Plan for Time Series Classification

Transformer-based 
Classification Network

Self-supervised based
Pre-trained Model

FormerTime (WWW, 2023) TimeMAE (Preprint, 2023)

Multimodal based Universal 
Time Series Model

Towards Universal 
Time Series Modeling (Working)

Cheng, Mingyue, et al. "TimeMAE: Self-Supervised Representations of Time Series with Decoupled Masked 
Autoencoders." arXiv preprint arXiv:2303.00320 (2023).

https://github.com/Mingyue-Cheng/TimeMAE
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