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Learning from data: 
Statistical or Sequential? It is a question

Statistical Learning:
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Sequential (Online) Learning:
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Why online Learning

Big Data

Volume

Value

VeracityVariety

Velocity

In 2020’s cyberspace,
20 ZB (=2.2 x 1013 GB)
data generated

High-speed streams call 
for real-time analytics

Patterns like societal
interests evolve over time

what organizations can do 
with that collected data

Gathered data could have missing 
pieces, may be inaccurate.



How much we lose by learning online?

• By “Lose” we mean “Regret”:

∈ 𝒪 𝑇

[Cesa-Bianchi and Lugosi, 2006; Zinkevich, ICML’03]

“A good online learner suffers asymptotically no regret”



Goes beyond time horizon: Streaming 
Features 

As new data points and label arrive:
• Increasing more features – trapezoidal DS [Zhang et al., ICDM’15, T.KDE’16] 

• Shifts batch to batch – feature-evolvable DS [Hou et al., NeurIPS’17, AAAI’20; 

Zhang et al., ICML’20, ] 

• Variable Feature Space(VFS) [Beyazit et al., AAAI’19; He et al., IJCAI’19, AAAI’20]

• Label Scarcity [Hou et al., NeurIPS’17; He et al.,AAAI’ 21]



Limitation of Current Doubly-Streaming 
Data Learners

• Do not support mixed 
data types:

(Credit to Kien Do et al.)

Which is ubiquitous

• Do not support label 
propagation:

(Credit to Ahmet Iscen et al.)



“Online Mixed Data” face “Streaming 
Features”

• Preprocessing, e.g., normalization?

1. Unknow data volume
2. Missing feature entries exacerbate bias 
3. Missing labels cause the model not to 

update
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Our Method: 
Space Mapping and Geometric structure building
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Observational Space of X
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Our Idea

• Missing entries completion

• Construction of missing labels

1. Establishing relationship among features
2. Learner enjoys a complete observation

Expedite convergence -> lower regret
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• Discrete features relaxation 

1. Establishing geometric structure
2. Learner update the model with 

pseudo-labels



Our Method: 
Space Mapping and Geometric structure building

Online Correlation Estimation [Zhao and Udell, KDD’20]

➢ Latent representations 
(continuous) 

➢ stabilize the oscillating 
gradients (discrete)
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Our Method: 
Space Mapping and Geometric structure building

Online Correlation Estimation [Zhao and Udell, KDD’20]

➢ Accuracy of different labels 
missing
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Our Method: 
Space Mapping and Geometric structure building
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• Learning Cluster center • Constructing geometric spaces



Ensemble Learning to further improve
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Learner 1
Learner 2

ƶ𝑦𝑡 = 𝛼1 ⋅ 𝑦𝑂 + 𝛼2 ⋅ 𝑦𝑍

𝛼1 + 𝛼2 = 1

Too few observable entries

1. Imputation noises

2. Weak predictions

Hedge Reweighing:  𝒪 𝑇 Regret

𝛼1 = 𝑒−𝜇𝑅𝑂(𝑇)/ 𝑒−𝜇𝑅𝑂(𝑇) + 𝑒−𝜇𝑅𝑍(𝑇)



Empirical Results

• Superiority over trapezoidal and VPS competitors
• In mixed data, more advanced methods tend to lose to simple baseline
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