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Small Unreliability Degree Condition

Intuitive explanation: From the perspective of pseudo-label generation,

for any pseudo-label of an instance, it must be not always be mislabeled.
Theorem 1: Suppose a SPMLL pseudo-label-based method has an unreliability
degree of pseudo-label 𝜉 = sup
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Then when 𝑛 > 𝑛4 ℋ, 𝜖, 𝛿 , ℛ567 𝒜 F𝒟 < 𝜖 with probability 1 − 𝛿.

SPMLL问题中伪标记生成的可学习性



Non-Zero Minimum Positive Label Sampling Probability Condition:

Intuitive explanation: From the perspective of data generation, every

relevant label of each instance can possibly be sampled as the single label.
Theorem 1: Suppose a SPMLL pseudo-label-based method has an unreliability
degree of pseudo-label 𝜏 = inf

𝒙,𝒚,8 ∼&(𝒙,𝒚,8)
9!:,,)∈{,,-,…,/}

Pr(𝑗 ≠ 𝛾), 𝜏 > 0. Let 𝜃- = 𝑐 log -
-;<

, and
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Then when 𝑛 > 𝑛4 ℋ, 𝜖, 𝛿 , ℛ567 𝒜 F𝒟 < 𝜖 with probability 1 − 𝛿.
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The information-based objective function:

Variational Bayes Techniques:
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The MIME Approach



Experimental Results
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