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Mega Data	
 Data Mining	
 Monetization	


Our business model in a nutshell	



Turn data into value via technology	





Search engine and machine learning	
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2.  Search ranking	
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3.  CTR estimation	




Search is evolving 	



-  Natural human-computer interface 	

-  Semantic understanding of contents	



PC Search	


Future Search	



Mobile Search	





9 technology challenges from Baidu	



On Aug 13, 2012, CEO Robin Li gave a keynote speech at ACM KDD, 
and proposed 9 major technology challenges to the academic research 
community. The first 3 are:	


	


1.  OCR in natural images	


2.  Speech recognition and understanding	


3.  Content-based image retrieval (visual search)	





Visual sensing by mobile phones	





Visual sensing by mobile phones	





A global race on speech recognition	





Gartner Emerging Tech Hype Cycle 2013	





Machine Learning	





Machine Learning	
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© Eric Xing @ CMU, 2006-2009

Machine Learning

© Eric Xing @ CMU, 2006-2009

Fetching a stapler from inside an 
office --- the Stanford STAIR robot

Given observations (Xi, Yi), i = 1, …, n 
 
Learn a predictive function  f(X) 
 
Generalization error E[ L( f(X),Y ) ] 
 
Empirical loss  ΣL( f(Xi)，Yi )/n	


 
 



What can machine learning be used for	



Machine 
Learning 
Model	



Input X	



Output f(X)	


n   输入语音，输出文字 

n   输入一物体的图像，输出该物体名称 

n   输入用户购物历史，输出其潜在需求 

n   输入过去股票价格，输出明天的价格 
 



Generalization error decomposition 	



•  Approximation error – model class	


•  Estimation error – data size	



6/18/14 13 

E[ L( f(X),Y ) ] = A + E  



Generalization error decomposition 	



•  Approximation error – model class	


•  Estimation error – data size	



•  Optimization error – algorithm	
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E[ L( f(X),Y ) ] = A + E + O 



Generalization error decomposition 	



•  Approximation error – model class： use complex model	


•  Estimation error – data size :  collect big data	



•  Optimization error – algorithm : design optimization algorithm	
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E[ L( f(X),Y ) ] = A + E + O 



Generalization error decomposition 	



•  Approximation error – model class： use complex model	


•  Estimation error – data size :  collect big data	



•  Optimization error – algorithm : design an OK algorithm	
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E[ L( f(X),Y ) ] = A + E + O 



Why do we need complex models	



Observed underfitting on speech data 	



Large-scale distributed deep networks, Jeff Dean et al, NIPS 12 



Deep Learning	





Deep Learning Since 2006	
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Top breakthrough technology 2013	



MIT Technology Review， April 23rd, 2013	





Revolution on Speech Recognition	
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Word error rates from MSR, IBM, and 
the Google speech group 

Slide Courtesy: Geoff Hinton 



图像识别领域的突破 
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72%, 2010  

74%, 2011  

85%, 2012  
ImageNet Challenge 



Deep Learning in Industry	





Facebook announced its AI Lab in 2013 	




Baidu’s commitment to research	



n  Jan. 2013, announced to build its research lab	



n  Institute of Deep Learning (IDL)	


	


n  The focus is Artificial Intelligence	



 
 



All Machine Learning Models in One Page 	
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Shallow Models Deep Models 



Shallow Models Since Late 80’s 	



•  Neural Networks	


•  Boosting	


•  Support Vector Machines	



•  Maximum Entropy 	


•  … 	
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Given good features, how to do classification?	


？ 



Since 2000 – Learning Hidden Structures	



•  Kernel Learning	


•  Transfer Learning	



•  Semi-supervised Learning	


•  Manifold Learning	



•  Matrix Factorization	


–  PCA，ICA，Topic Model，…	



•  Sparse Learning	



•  … 	
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This structure seems to 
be very universal 



The pipeline of machine visual perception	
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Low-level 
sensing 

Pre-
processing 

Feature 
extract. 

Feature 
selection 

Inference: 
prediction, 
recognition 

• Most critical for accuracy	


• Account for most of the computation for testing	


• Most time-consuming in development cycle	


• Often hand-craft in practice	



Most Efforts in 
Machine Learning   



Computer vision features	



SIFT Spin image 

HoG RIFT 

Slide Courtesy: Andrew Ng 

GLOH 



Deep Learning: learning features from data	
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Low-level 
sensing 

Pre-
processing 

Feature 
extract. 

Feature 
selection 

Inference: 
prediction, 
recognition 

Feature Learning 	



Machine Learning  	





Deep learning vs. the brain	



32 
pixels	



edges	



object parts	


(combination 	


of edges)	



object models	


Deep Architecture in the Brain 

Retina 

Area V1 

Area V2 

Area V4 

pixels 

Edge detectors 

Primitive shape 
detectors 

Higher level visual 
abstractions 

Slide credit: Andrew Ng 



Intelligent search powered by DL	
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Progress of DL at Baidu	



•  July 2012, get started	


	


•  Nov. 2012, big improvements on speech, ocr, face, …	



	


•  By 2012 end，5 DL-based products got online	





Progress of Deep Learning at Baidu	



•  Big improvement on speech & image recognition	


–  Speech：error rate reduced by 25%	


–  OCR：error rate reduced by 30%	



–  Image:  the best image similarity search system	



•  Online Ads: DNN CTR for search ads was launched in May 20th 2013, serving 
billions of search queries everyday – substantial improvement 	



•  Web Search:  A DNN semantic model was launched in Dec 2013, which led to 
the biggest improvement of our search ranking quality.	





A deep model for image recognition	
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Coding                           Pooling                  Coding                 Pooling 

Coding                      
     Pooling                  Coding                 Pooling Fully connected 



A DL model for query-doc relevance	



Pooling	
   Pooling	
  

Query Doc1 

NN	
  

Score1	
  

Pooling	
   Pooling	
  

Query Doc2 

NN	
  

Score2	
  

Loss	
   Relevance	
  
preference	
  

Embedding table 
Input 

Query and doc 
representation 

Deep neural network 

Relevance score 

Ranking loss 



Deep Learning for CTR	
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��� 1st generation:  shallow models,  
100 billion ID features, 100 billion 
training samples   2nd generation: deep models,  

features reduced to hundreds dim.,   



Typical scale of training data at Baidu	



•  Image recognition:  100 millions	


•  OCR:  100 millions	



•  Speech： 10 billions 	


•  CTR: 100 billions 	



•  …	
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We expect the training data will grow X10 each year	





PADDLE Platform	


•  Use GPUs and CPUs	


•  Data parallelization. 	


•  Model can be parallelized as well	



•  Use Parameter Server to coordinate	



	





PADDLE:  flexible model structures	
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An accelerated SGD algorithm	



5X speedup 
SGD  

Accelerated SGD 



Voice 
Search 

Voice 
Type-
setting 

LBS 
voice 

service 

Voice 
Assis-
tant 

Speech recognition in many products	





Accuracy	
 2G Network Response Time	


 Recognition accuracy for voice search	



        Quiet        Noisy 

For mobile search, the proportion of voice queries 	


has grown to 10 % in the end of 2012. 	



 Competitor 
Baidu        



Baidu map voice search	



http://shouji.baidu.com/map/	




Short message	
 Weibo	
 Poem	
 News reading	


Baidu mobile voice typing	



http://shouji.baidu.com/input/	




Baidu Top Award 2013	



For building the best industrial mandarin speech recognition system.  	





广告类	


文字色情类	


政治类	


Ø Spam detection Ø OCR search Ø Translation App 

OCR in natural photos	





OCR in natural photos	





OCR in natural photos	





OCR in natural photos	





涂书笔记 



Face grouping in online albums	





Baidu Photo Wonder (百度魔图） 



Baidu Photo Wonder	



Users upload 90 million photos one day ， ranked TOP on App Store for three weeks	





Baidu Photo Wonder	





Baidu Photo Wonder	





Baidu Photo Wonder	




Baidu Photo Wonder	




Great-China EFFIE Gold Award 2013	




Visual Search	




Baidu Result	

 Competitor’s Result	


 Result 

Query 

Baidu Visual Search	




Baidu Result Competitor’s Result	



Query 

Baidu Visual Search	




Baidu Result Competitor’s Result	



Query 

Baidu Visual Search	




Baidu Result Competitor’s Result	



Qeury 

Baidu Visual Search	




Poem composition based on photos	





拍照写诗–百度 iOS APP 



Baidu Object Translation	





Baidu Object Translation	
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Baidu Object Translation	




Baidu Object Translation	




Deep learning:  why today?	


•  Non-convex & non-linear	


•  Intensive computation	


•  Sensitive to initialization	


•  Over-fitting	


•  Vanishing gradient	





Deep learning:  why today?	


•  Non-convex & non-linear	


•  Intensive computation	


•  Sensitive to initialization	


•  Over-fitting	


•  Vanishing gradient	



–  Big data	


–  GPU	


–  Large scale parallel computation	


–  Layer-wise pre-training	


–  RELU, drop-out, better normalization, etc.	





Datasets	
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Caltech 101 
101 classes, 9K images 



CalTech101	
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Datasets	
  



Datasets	
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256 classes, 30K images 
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(2005)	
  



Datasets	
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Datasets	
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Datasets	
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Model Size
More neurons vs. more connections	



Slide credit: Ian Goodfellow 



•  1.5kg, 2% of body weight, but consume 20% energy	


•  100 billion neurons	


•  Each neuron has 5000 synapses 	


•  firing rate: 200 per second	


•  Computation capacity:	



–  10^11*5000*200=10^17=100 petaflops	


–  20W, 5petaflops/w	



•  The most powerful supercomputer(天河二号）	


–  33.86 petaflops	


–  18*10^6w, 2.14Gflops/w	
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Human Brain	



Deep Architecture in the Brain 

Retina 

Area V1 

Area V2 

Area V4 

pixels 

Edge detectors 

Primitive shape 
detectors 

Higher level visual 
abstractions 



We continue to progress on  

- Large-scale parallel training 	


-  Modeling structured,unstructured, multimodality data	


-  New computing hardware for deep learning	


-  High-performance computing	


-  Neural science, …	





•  DL is a language, just like graphical models	


•  Prior knowledge: in model structure, not feature engineering	



Clarification: Deep Learning is NOT Blackbox	
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Coding                           Pooling                  Coding                 Pooling 

Coding                      
     Pooling                  Coding                 Pooling Fully connected 



•  Deep learning might be our current best shot towards AI	


•  AI is our ultimate goal	


•  What’s inside AI?	



	
  

Clarification: Deep Learning is NOT AI	



Knowledge	
  
有知识	
  

Learning	
  
会学习	
  

Problem	
  Solving	
  
解决问题	
  

CreaSvity	
  
创新	
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Technology portfolio at Baidu IDL	
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  Learning	
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  PADDLE	
  



Technology portfolio at Baidu IDL	
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roboScs,	
  
autonomous	
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Deep	
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PlaWorm:	
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Summary	



•  Deep Learning made big success at Baidu	


•  New paradigm of AI:  big data + complex models	


•  Computation capacity enables many things to happen	





 
-  Robotics 
-  Computer Vision 
-  3D Vision 

-  Machine Learning 
-  Big Data Analytics 
-  Human-Computer Interaction 
 

We are hiring (Beijing & Silicon Valley)…	



idl_job@baidu.com	






