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Two different branches of machine learning:
Multi-Instance Learning (MIL)
Semi-Supervised Learning (SSL)

What is the relation between them?
What is implied by the relation?

http://cs.nju.edu.cn/zhouzh/
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» Introduction
—  Multi-Instance Learning (MIL)
—  Semi-Supervised Learning (SSL)

> Our Work
> Experiments

> Conclusion and Discussion
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Originated from the research on drug activity prediction [Dietterich
et al. AIJ97]

Drugs are small molecules working by binding to the target area

O For molecules qualified to make the drug, one of its shapes
could tightly bind to the target area

O A molecule may have many alternative shapes

The difficulty:

Biochemists know that whether a molecule is qualified or noft,
but do not know which shape responses for the qualification

Figure reprinted from [Dietterich et al., ATJ97] http://cs.nju.edu.cn/zhouzh/
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Each shape can be represented by a feature vector, i.e., an instance

@/\: ......... [a, &, ...,a ]
o~ [bl, b2’ . bm]T

Thus, a molecule is a bag of instances

O A bag is positive if it contains at least one positive instance;
otherwise it is negative

O The labels of the training bags are known
O The labels of the instances in the training bags are unknown

http://cs.nju.edu.cn/zhouzh/
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Formally:

Given a data set {(Xlayl)a (Xgﬁyg), SR (Xma ym)} p
where X; = {x;1, i, - - Tin,y C X (i € {l,---,m})
isabagand y; € {-1,+1} isa class label, the goal
is to predict the labels of unseen bags. X is a
positive bag (thus y; = +1) if there exists

g€ {l,---,ni}, iy is positive. Yet the value of the
index g is unknown.

http://cs.nju.edu.cn/zhouzh/
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Traditional supervised learning Multi-instance learning

http://cs.nju.edu.cn/zhouzh/
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Many MIL algorithms:
v' Diverse DensiTy [Maron & Lozano-Perez, NIPS'97], EM-DD [Zhou & Goldman,

v

NIPS'01]
KNN algorithm: Citation-kNN [wang & Zucker, 1cML'00]

Decision tree algorithms: RELIC [ruffo, Thesis00], ID3-MI [Chevaleyre
& Zucker, CanadianAI'01]

RUI@ Iear'ning algori’rhm: RIPPER-MI [Chevaleyre & Zucker, CanadianAT'01]

SVM CllgOI"iTth: MI-SVM [Andrews et al., NIPS'02], mi-SVM [Andrews et
al., NIPs'02], DD-SVM [Chen & Wang, TMLRO4]

Ensemble algorithms: MI-Ensemble [Zhou & Zhang, EcmL03], MI-
Boosting [xu & Frank, PAKDD'04]

Logistic regression algorithm: MI-LR [Rray & craven, ICML05]

http://cs.nju.edu.cn/zhouzh/
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Many Applications:

v
v

<N X X

DF‘UQ pr'edic’rion [Dietterich et al., AIJ97]

Image categorization [Maron & Ratan, ICML'98; Chen & Wang, JMLROA4;
Chen et al.,, PAMIO6]

Computer security [Ruffo, Thesis00]
Web mining [Zhou et al., APTNO5]

Face detection [Viola et al., NIPS'05]

http://cs.nju.edu.cn/zhouzh/



LAVIDA

Learning And Mining from DatA

MU'Ti—InSTGnCQ Lear‘ning (Con,T) http://lamda.nju.edu.cn

Many tasks can be modeled as an MIL task

R W |
e — == [Dy, by ooy DT

-~ /,[ul, U, ..., u ]’

image [ > bag

regions

in the :> Instances

image in the bag

http://cs.nju.edu.cn/zhouzh/
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In many practical applications, unlabeled training
examples are readily available but labeled ones are

fairly expansive to obtain because labeling the unlabeled
examples requires human effort

The SSL task: To exploit unlabeled data to help improve
the performance of learning with limited labeled data

http://cs.nju.edu.cn/zhouzh/
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Many SSL approaches:

v'  Generative model + EM

Using a generative model for the classifier and employing EM

to model the label estimation or parameter estimation process
[Miller & Uyar, NIPS'96; Nigam et al., MLJOO; etc.]

v' Regularization with unlabeled data

Using unlabeled data to reqularize the learning process in
various ways [Belkin et al.,, COLTOL; Zhu et al., ICML'03; Zhou et al.,

NIPS'04; etc.]
v Co-training
Using two learners and letting them to label unlabeled

instances for each other [Blum & Mitchell, COLT98: Goldman & Zhou,
ICML'0O0; Zhou & Li, IJCAT'05; etc.]

http://cs.nju.edu.cn/zhouzh/
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Semi-Supervised Support Vector Machines:

To maximize the margin on both labeled and unlabeled data

L oe 4+ Earlier work:

v' TSVM [Joachims, ITCML'99]

V' S3VM [Bennett & Demiriz, NIPS'98]
v V3SVM and CV3SVM [Fung &

Mangasarian, Techrep99]

Figure reprinted from [Joachims, ICML'99] http://cs.nju.edu.cn/zhouzh/
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Some recent work on semi-supervised SVM:

v

v

Multi-class Semi-supervised SVM based on SDP [xu &
Schuurmans, AAATI'05]

Using branch-and-bound search to obtain global optimum
on a small amount of data [chapelle et al., NIPS06]

Using CCCP (Constrained Convex-Concave Procedure) to
speed up semi-supervised SVMs [Collobert et al., ICML'06]

http://cs.nju.edu.cn/zhouzh/
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MISSL (Multi-Instance Semi-Supervised Learning):

To exploit abundant unlabeled bags to help improve
the performance of learning with a small number of
labeled bags [Rahmani & Goldman, ICML'06]

Very different from our work although MISSL also
involves both MIL and SSL

http://cs.nju.edu.cn/zhouzh/
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Assume there are p positive bags and q negative bags, p+q=m

The training bags can be or'ganized as:
{XI_"XZ_* X Xq—|—1 X;_—Fp X:r—;
Put the instances bag-by-bag into an instance sef:

{mlla cer Ll gy L2177 s Ll ym-m,nm}

Re-index the set as {1. - ,x7}, whereT — S g, then:
- the first 1, =>_!_, n; instances are from negative bags
- the remaining 7;; =" | n; instances are from positive bags
- the bag X, 's instances are {z,,, -- ,x.,

_ 1—1 B i o
Si =Y+l €= m=si+n—1

http://cs.nju.edu.cn/zhouzh/
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The definition of MIL [bietterich et al, AT797] implies that:

O Negative bags contain only negative instances

Thus, We can regard instances from negative bags as
labeled negative examples

O Positive bags can contain positive as well as
hegative instances

Thus, we can regard instances from positive bags as
unlabeled examples with positive constraints

http://cs.nju.edu.cn/zhouzh/
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An semi-supervised learning task:

Definition 1 Given a set of labeled negative examples
{(x1,—1), (@2, —1),--- , (&7, . —1)} and a set of unla-
beled instances {xr, 41, -+ ,xr}. to learn a fu-?i.(.iﬁ?:ﬂﬂ-
Fo: X — {—1,+1} subject to: Fori=q+1,---, m,
at least one instance in {xs,, - , e, } is positive.

The task can be solved by semi-supervised SVM algorithm:
MissSVM (Multi-instance learning by semi-supervised SVM)

—  The main focus of the paper is not the proposal of a new
algorithm (although we do propose a new algorithm)

— Instead of designing elaborate method, we try to use typical
and simple SSL technique

http://cs.nju.edu.cn/zhouzh/
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The optimization problem for popular semi-supervised
support vector machine:

111111—||f||2 —|—}\ZH1 Yy flaxy)) + 6 Z D(f(x¢))

t=Tr+1
where H(z) = max{0,1 — =z} is hinge loss

D(z) =min{H,(2),H1(—2)} [Bennett & Demiriz, NIPS'98]

Considering the positive constraints, the ferm should be added:

Z Hq (t 11?11:11{& Tl 1f>

i=qg+1

http://cs.nju.edu.cn/zhouzh/



The MissSVM Algorithm (con't)

Thus, the optimization problem can be written as:

! 2 / - . _
min = An'1+~0'1 4+ d min(e, £)'1
sepin Il + Anl+ 4871 + 4 min(e, £)

max flxe) +0,_4g 21, 6,_, =0,

:S‘E: ' 1t"l

56N fl@e) +emr 21 goqy 20,

(=1)f(xt) + &7, 21, &1, 20,
\ TZTL—FI-.-.T

N =
0 =1[0,,---.0,]) -slack variables for errors on positive bags

LAVIDA
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((—1)f(x))+me =21, s 20, t=1,2,---,T%;

t=q+1,---,m;

[m1.--- .n7.]" - slack variables for errors on instances from negative bags

e c =gy, er,]) and £ = [&1,....&1, ] - slack variables for errors on instances

from positive bags

A, v and 0 - parameters

http://cs.nju.edu.cn/zhouzh/
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Let K denote a TxT kernel matrix and let k: denote the t-th column:

1 - "
min  —a'Ka+ Al + 96’1 + d min(e,£)'1
o,n.0.e,6b 2
((—1)(K'ta+b)+mn =21, n, 20,
t=1.2.... Ty
max (k'ta+b) +6;_g =1, 8;_4 =0,

=84, &4
s.t. 4 | i=q+ 1 m
(kK'taa+b)+ei—p, 21, sy, =20,
t=1T1r +1,---,T;
(-1)(kKta+b)+&—7, 21, &7, 20,
L t=1r,+1,---.,T.

After replacing the gradients of the non-smooth min and max by their
subgradients, CCCP (Constrained Convex-Concave Procedure) [Smola et al.,
AISTATS'05] can be used to solve this optimization problem

http://cs.nju.edu.cn/zhouzh/
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We use:

» The definition of the subgradient of min(s, §)'1
defined in [Fung & Mangasarian, Techrep99]

> The definition of the subgradient of ,_max k'«
defined in [Cheung & Kwok, ICML'06]

http://cs.nju.edu.cn/zhouzh/



Drug Activity Prediction

* Muskl:
47 positive bags, 45
negative bags, 2 to 40
(5.15 in average)
instances per bag

«  Musk2:

39 positive bags, 63
hegative bags, 1 to
1,044 (64.49 in average)
instances per bag

LAVIDA

Learning And Mining from DatA
http://lamda.nju.edu.cn

Table 1. Predictive accuracy (%) on the Musk data

Algorithm Muski  Musk2
MissSVM B0 50.0
MILES 86.3 B7.7
MI-LR =67 87.0
MIBoosting =79 84.0
DD-SVM 868 01.3
mi-SVM B4 853.6
MI-SVM TT7.C 84.3
RIPPER-MI 8.0 T7.0
RELIC 83.7 87.3
Citation-ENN 92.4 H6.3
Diverse Density 55.9 82.5
MULTINST T6.T 84.0
Iterated-discrim APR 02.4 50,2

http://cs.nju.edu.cn/zhouzh/
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2,000 COREL images

ROTIs in image are regarded as instances, each is a 9-dim feature
vector

20 categories each contains 100 images

#(instances per bag) are in average 2.00 to 7.59 for different
categories

The same data and same experimental routine as in [Chen & Wang,
JMLRO4; Chen et al., PAMIO6]

Table 3. Overall accuracy (%) on image categorization

Algorithm IE]E]Q—ImagE 2000-Image

MissSVM 78.0: [75.8,80.2] 65.2: [62.0,68.3]
MILES 82.6: Hl 4 83.7] 68.7: [67.3,70.1]
DD-SVM 81.5: 5.84.5]  67.5: [66.1,68.9
MI-SVM T4.7T: "4 1,75.3] 54.6: [53.1,56.1]
kmeans-SVM  69.8: [67.9,71.7]  52.3: [51.6,52.9]

http://cs.nju.edu.cn/zhouzh/
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* 9 data sets with different positive/negative ratios, 32.2MB after
compression

- 113 web index pages; the linked pages are regarded as instances

* 4 10 200 (in average 30.29) instances per bag, each represented by the
Ist to 15th most frequent terms

*  The same data and same experimental routine as in [Zhou et al., APINO5]

Table 5. Results averaged across the nine data sets

Algorithm Precision Recall F-measure
MissSVM 0.627 0.838 0.690
Freteit-kNIN 0.739 0.741 0.728
r-Freteit-ENN 0.727 0.720 0.704
THFIDF 0.679 0.620 0.591

http://cs.nju.edu.cn/zhouzh/
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Question: What is the relation between MIL and SSL ?

Answer: MIL can be viewed as a special case of SSL by
assuming i.i.d. instances

— Note that when putting the instances from bags into an
instance set, i.i.d. instances were implicitly assumed

—  Most previous MIL studies took this assumption explicitly
or implicitly

http://cs.nju.edu.cn/zhouzh/
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Question: What is implied by the relation?

AnsSwer (in fact some new questions):

Why shall we have a separate MIL area? Why not
merge MIL into SSL?

— Considering that MIL problems can be solved by SSL
techniques, and by using better SSL techniques, better
solution fo MIL may be obtained. Why bother to design
special MIL algorithms?

However, note that the premise of the above questions is: the
assumption of i.i.d. instances is valid

http://cs.nju.edu.cn/zhouzh/
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A further question: Can we assume i.i.d. instances in MIL?

Answer: Usually it is not reasonable to make this assumption

We should not neglect the interaction between instances !

http://cs.nju.edu.cn/zhouzh/
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If we assume i.i.d. instances, MIL would not be an important
area since it can be viewed as a special case of SSL

Although most previous MIL research took this assumption,
future MIL research should not assume this any more

http://cs.nju.edu.cn/zhouzh/
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Thanks!

http://cs.nju.edu.cn/zhouzh/
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