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 We analyze limitations of existing PETL methods from 
the perspective of GPU memory usage, which has a 
critical influence on the feasibility of fine-tuning. 

 We propose DTL, a disentangled and simple framework 
for efficiently fine-tuning large-scale pre-trained models 
with significantly less trainable parameters and GPU 
memory usage.

 Extensive experiments are conducted to verify the 
effectiveness of DTL, which outperforms existing 
methods with a large margin.

1. Introduction & Motivation 2. Framework: DTL & DTL+

3. Experiments 4. Contributions & Conclusions

Current parameter-efficient transfer learning (PETL) methods 
are facing the dilemma that during training the GPU memory 
footprint is not effectively reduced as trainable parameters. 
PETL will likely fail, if the full fine-tuning encounters the out-of-
GPU-memory issue.

Our Solution

• All corresponding {𝜎𝜎𝑖𝑖′} in the chain rule have to be cached 
during fine-tuning, which dominates the GPU memory usage.

Why?
 Trainable parameters from these methods are 

generally entangled with the backbone.

 DTL: Simplicity Matters

Advantages

SOTA Comparison

• Saving of 43% trainable parameters, 41% GPU memory compared to previous SOTA.

Different Backbone

 Disentangled Transfer Learning (DTL) which disentang-
les the trainable parameters from the backbone using a 
lightweight Compact Side Network (CSN) with:

• A few low-rank linear mappings to extract information.

• Adding information back to backbone for feature adaptation.

• Low rank linear transformation:

• Progressively information gathering: 

• Post feature adaptation: 

 DTL+: Effectiveness Matters
• append an additional global 

depthwise separable convo-
lution (DWConv) layer 𝑔𝑔.

• 𝑔𝑔 is shared across all CSN layers.

 Disentangled
• {𝜎𝜎𝑖𝑖′} is drastically reduced.
• Compatible with other backbones.
• Multi-task inference: 45% faster

 Simple  Effective

• Simplest structure.
• SOTA downstream accuracy.
• Least trainable parameters.

• Least GPU memory footprint.

• Different variants are consistently effective in terms of recognition accuracy.

Inference Latency

• More speed up compared  to PETL methods.

• Generalizable to Hierarchical Transformer.
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