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Background & Motivation Method Overview

Model Size & Inference Latency

Summary:

 QwT generates a quantized network.

 It gradually compensates for the information loss
introduced during the quantization of each block
by incorporating full-precision linear layers.

Key Idea:

 QwT uses lightweight linear layers to counteract the
information loss due to quantization.

Advantages:

 Speed: The process is completed in ~2 minutes.

 Simplicity: No tedious hyperparameter tuning.
The compensation module, based on simple linear
layers, has a closed-form solution.

 Generality: Applicable across a variety of

 architectures—CNNs, Transformers, LLMs, DiTs;
 tasks—Recognition, Detection, Generation.

 Practical Deployment: QwT can be integrated
with existing PTQ methods and deployed on
infrastructures that support fixed-point inference.

Process:

① Apply any quantization method to obtain the
quantized model:  {𝑙} ⟹ {𝑙ℤ}.

② Get the quantized output: 𝑌ℤ = 𝑙ℤ(𝑋ℤ).

③ Get the FP output: 𝑌 = 𝑙(𝑋ℤ).

④ Get 𝑊, 𝑏 using linear regression: 𝑋ℤ, 𝑌 − 𝑌ℤ .

⑤ Finish compensation: 𝑌ொ௪் = 𝑙ℤ(𝑋ℤ)+𝑊𝑋ℤ + 𝑏.
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