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1. Background 2. Motivation

3. Proposed Method: DLDL-v2

4. Experiments

Project

Label Distribution Ranking Encoding

• Ranking is Learning Label Distribution

There is a linear relationship between Ranking 
encoding and label distribution (LD).

 LD represents more meaningful information.
 LD learning is more efficient.

• Joint Learning for Age Estimation
 Distribution Learning Module

 Expectation Regression Module

‐ Linear transformation

‐ Label distribution  

‐ Loss: KL-Div

CNN feature

Softmax

Label Dis

Pred Dis

‐ Expectation layer

‐ Loss: 𝑙1

 Learning (SGD algorithm)

• Network Architecture

‐ Remove all FCs instead of
a hybrid-pooling layer.

‐ Reduce the number of the 
filters in each Conv layer.

‐ Add a BN layer after each 
Conv layer.

‐ Add DL and ER modules.

• Three benchmark age datasets. 
ChaLearn15, ChaLearn16 and Morph.

• Comparisons with State-of-the-Arts. 

Table 1: Comparisons on apparent and real age estimation.

Table 2: Comparisons of model parameters 
and forward times. (32 images on M40)

• Visual Assessment

• Ablation Study
Comparisons with Baselines      Sensitivity to Hyper-parameters 

• Understanding
Infants

Adults

Senior people

 We provide the first analysis and show that the ranking method is in fact learning label distribution implicitly.
This result thus unifies existing state-of-the-art facial age estimation methods into the DLDL framework.

 We propose an end-to-end learning framework which jointly learns age distribution and regresses single-
value age in both feature learning and classifier learning.

 We create new state-of-the-art results on facial age estimation tasks using single and small model without
external age labeled data or multi-model ensemble.

5. Conclusion

Label Set

• Face information
Identity, Emotion, Ethnicity, Gender,
Attractiveness and Age etc.

• Facial age estimation has many applications
Law enforcement, Security control and Recommendations.

• Challenges
Insufficiency, Imbalance 
and Fine-grained Recognition

• Regression and classification may lead 
to an unstable training procedure.

• There is an inconsistency between the 
training objectives and evaluation 
metric in DLDL and Ranking.

• Almost all state-of-the-arts have huge
computational and storage cost.

Based VGG16

High Efficiency

Low Error

Interpretability


