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Abstract

Most current long-tailed classification approaches assume
the cost-agnostic scenario, where the training distribution of
classes is long-tailed while the testing distribution of classes
is balanced. Meanwhile, the misclassification costs of all in-
stances are the same. On the other hand, in many real-world
applications, it is more proper to assume that the training and
testing distributions of classes are the same, while the misclas-
sification cost of tail-class instances is varied. In this work, we
model such a scenario as cost-aware long-tailed classification,
in which the identification of high-cost tail instances and fo-
cusing learning on them thereafter is essential. In consequence,
we propose the learning strategy of augmenting new instances
based on adaptive region partition in the feature space. We
conduct theoretical analysis to show that under the assumption
that the feature-space distance and the misclassification cost
are correlated, the identification of high-cost tail instances can
be realized by building region partitions with a low variance
of risk within each region. The resulting AugARP approach
could significantly outperform baseline approaches on both
benchmark datasets and real-world product sales datasets.

Introduction

Long-tailed classification, in which the training distribution
of classes is highly imbalanced and long-tailed, has received
great attention in recent years (Liu et al. 2019; Wei and
Li 2018; Zhang et al. 2021; Buda, Maki, and Mazurowski
2018). The major challenge for long-tailed classification is
the lack of data for the tail classes, making it difficult to obtain
generalizable information from them. Meanwhile, this issue
becomes significant when the performance on the tail data
is essential. To model this situation, most current long-tailed
classification studies assume that the testing distribution is
class-balanced: the numbers of instances for all classes are
the same. As a result, the performance under tail classes is
focused on by increasing the ratio of tail instances in the
testing dataset. Meanwhile, this setting is cost-agnostic: The
misclassification cost of any instance is the same.

However, we argue that this is not the only natural sce-
nario of long-tailed classification. In fact, class-imbalanced
learning is a long-standing research topic in machine learn-
ing (Zhou 2021). In tradition, class-imbalanced learning
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usually appears in companion with cost-sensitive learning,
(Elkan 2001; Zhou and Liu 2010) where the misclassification
of minority class instances is higher than the majority class
instances. This situation appears in many real-world applica-
tions such as object detection (Oksuz et al. 2020) and medical
diagnosis (Mazurowski et al. 2008). This relationship is not
incident: the minority instances are essential only when mis-
classifying them leads to higher costs. In consequence, we
follow this tradition to study cost-aware long-tailed classifica-
tion, where the training and testing class distributions remain
the same, while the misclassification cost of instances is var-
ied. Furthermore, we assume that not all tail class instances
are essentially important: only some of the tail class instances
incur high costs. This situation appears in many real-world
applications. For example, for a classification model on an
e-commerce platform, the costs of misclassifying different
goods, which can be the sale prices, are varied even on the tail
instances with low sale volumes. Some low-sale goods may
also be low-priced so the misclassification cost is also low.
On the other hand, what matters are indeed those low-sale
high-cost goods, which should be the true targets to pay atten-
tion to. Furthermore, it is common in real-world applications
that the instance features and their cost are highly correlated.
For instance, in the e-commerce example, the high-price
goods are likely to share common properties, making their
features similar. Designing cost-aware learning algorithms
by utilizing this phenomenon is also a meaningful challenge.

In this paper, we conduct both theoretical and algorith-
mic studies on cost-aware long-tailed classification. We fo-
cus on the central challenge of identifying the high-cost in-
stances and focusing the learning process on them thereafter.
To supply generalizable information on the high-cost parts
of the tail distribution, we propose the learning strategy of
augmenting new instances based on region partitions in the
feature space, which are built online during the learning pro-
cess. We first conduct the access risk analysis of the learned
model from the region partition. Based on the assumption
that the feature-space distance among instances and their
misclassification costs are correlated, the risk bound indi-
cates the region partition rule of minimizing the variance
of risk in each region. Based on this finding, we propose
the AugARP approach for adaptive region partition by intro-
ducing an attention module into the convolutional network,
which can be used in companion with any current instance-



augmentation approaches. We verify the effectiveness of Au-
gARP under benchmark datasets, showing its effectiveness
over existing cost-agnostic baselines. We further verify its po-
tential usefulness in real-world applications on the Amazon
Products Sales 2023 dataset.

Related Work
Long-Tailed Classification

Class-imbalanced learning is often tackled by rescaling
(Zhou 2021), which can be realized by reweighting which
assigns higher loss weighs to minority class examples, or
resampling which over-samples minority class examples or
down-samples majority class examples. There are many suc-
cessful approaches such as SMOTE (Chawla et al. 2002)
and EasyEnsemble (Liu, Wu, and Zhou 2009). However, it
has been observed that simple re-weighting and re-sampling
methods for deep neural networks lead to an unsatisfying
performance in long-tailed classification tasks when using
deep neural network classifiers (Cao et al. 2019; Kang et al.
2020; Zhou et al. 2020). One of the major discoveries is
that simple re-weighting and re-sampling lead to significant
over-fitting of the feature backbone to minority instances
during training. To address this issue, Decoupling the train-
ing of feature backbones with prediction heads becomes a
popular learning strategy (Kang et al. 2020). Besides the
decoupled training strategy, several interesting techniques
for long-tailed classification have been proposed in recent
years. To name a few, some works propose to directly ma-
nipulate the decision boundaries for fixing the bias from
class-imbalance (Ye et al. 2020; Kim and Kim 2020). While
some studies proposed specific designs of loss functions for
better re-weighting instances (Cui et al. 2019; Li et al. 2020;
Tan et al. 2020). Margin-based approaches are also proposed
for alleviating the over-fitting from aggressive re-weighting
and re-sampling (Cao et al. 2019).

In spirit, the most related long-tailed classification ap-
proaches to our work are Remix (Chou et al. 2020) and
MFW (Ye, Zhan, and Chao 2021), which make use of Mixup-
style (Zhang et al. 2018) strategy to augment the training
instances. The idea of synthesizing instances to address class
imbalance can be traced back to SMOTE (Chawla et al. 2002).
The principles behind MFW and Remix are different: MFW
focuses on weakening the features of head classes, while
Remix focuses on the augmentation of tail class instances
by borrowing head class features. Both methods can serve
as a sub-routine of our approach for augmenting instances,
while neither of them is designed for the cost-aware scenario,
where utilizing the cost information is essential for learning.

Cost-Sensitive Learning

Cost-sensitive learning is a machine learning branch that
handles unequal costs occurring in the learning process. In
addition to other costs, the most studied one is class-wise
unequal misclassification cost (Elkan 2001; Liu and Zhou
2000), i.e., misclassifying different class examples may suf-
fer from unequal costs. There are many tasks involving both
class-imbalance and unequal classification costs, it is well
known from Liu and Zhou (2006) that if there is only mild

class-imbalance, no specific processing is needed; while if
there is severe class-imbalance, rescaling can be helpful. Gen-
erally, the rescaling is executed by reweighting or resampling
according to the sizes of all classes, assuming that all minor-
ity classes have higher costs. In this paper, we study an even
more complicated task, where the classes are long-tailed, and
only a part of the minority classes are with high costs.

Region-Based Active Learning

Our AugARP approach works by building online partitions of
the region space and actively choosing promising regions for
instance augmentation. The ideas of region partition and ac-
tive learning are also considered in (Cortes et al. 2019, 2020).
Cortes et al. (2019) introduced the divide-and-conquer strat-
egy into the active learning area and proposed a region-based
active learning algorithm named ORIWAL, which is based
on the idea of querying samples on regions that are hard for
classifiers to learn. Based on ORIWAL, Cortes et al. (2020)
proposed ARBAL which adaptively divides the regions of
ORIWAL. Due to the significant difference in learning setup,
we present a very different approach.

Algorithmic Framework

In this section, we first introduce the problem setup of cost-
aware long-tailed classification. Subsequently, we propose
the algorithmic framework of our approach based on the
decomposition of the cost-aware access risk.

Problem Setup
In cost-aware long-tailed classification, the learner is given
a cost-aware labeled dataset D = {z; = (x;,y:,¢i)} Y,

in which each instance z = (x,y, ¢) is a triplet of input z,
ground-truth label y, and bounded mis-classification cost c.
We assume that each instance is generated from the follow-
ing process. The ground-truth label y is first generated from
D(y), along-tailed distribution of classes over the label space
Y. This assumption indicates that the numbers of instances
in each class are highly imbalanced, such that there are a few
numbers of head classes with sufficient training instances
and a large number of fail classes with insufficient training
instances. We denote the cardinality of ) by L. Given y,
z and c are generated from two class-conditional distribu-
tions D(x|y) and D(cly). We don’t assume D(c|y) to be any
specific distribution, while it is natural to assume that the
misclassification cost is generally similar within a class. In
general, for one instance, we assume that x and c are gener-
ated independently when y is given.

During testing, we assume that the testing instances are
generated from the same procedure as the training instances
under D(y), D(x|y), and D(c|y). Note that this is different
from the commonly studied cost-agnostic setting, where sam-
pling the testing instances from the uniform distribution of
labels is necessary for emphasizing the performance of tail
classes. While in our cost-aware setting, this is unnecessary
since the cost is explicitly considered.

For learning under the above setting, we assume to use a set
of classifiers h € H. Given an input X, a classifier h : X —
R outputs L scores h(x,y) € [0,1],y € Y over classes.
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Figure 1: The basic strategy of our proposed approach. The
square space represents the feature space. The circles rep-
resent the feature embeddings of the original instances in
the training dataset. The triangles represent new instances
generated by augmentation.

The prediction is then given by h(x) = arg max, ¢y, h(x,y).
Denote by h(x) the vector of h(x, y). We further assume that
one classifier i can be represented by h(x) = o[W T ¢(x)],
in which ¢ : X — R? is the feature backbone outputting d-
dimensional feature vectors, W' is d x L matrix representing
L d-dimensional linear prediction heads [w1;ws;...;wg],
and o : Rl — [0, 1] is a normalization function to ensure
h(x,y) lying in [0, 1]. This formulation is compatible with
most of the current neural network classifiers.

Region-Based Risk Decomposition

For one classifier h, We defined the cost-aware classification
error of mis-classifying an instance z = (x, y, ¢) as

CErr(z; h) = cl[h(x) # y].

Denote D(z) as the instance generation distribution such that
D(z) = D(y)D(x|y)D(cly). We can define the empirical
and expected cost-aware classification risk of classifier h
over D and D(z):

N

R(h; D) = - > [CEre(z:; 1),
i=1
R(h; D) = E..p(»)[CErr(z; h)].

Bounding R(h) by minimizing R(h) is the golden-
standard strategy in machine learning. While similar to com-
mon long-tailed classification, the major issue is that the num-
ber of instances from high-cost tail classes is small, which
should be focused on during the learning process. On the
other hand, under the cost-aware setting, there is an addi-
tional challenging task for distinguishing the high-cost tail
classes from the low-cost ones. This can be accomplished by
leveraging the correlation assumption between feature and
cost: the instances with similar costs are relatively closer in
the feature space. In general, our approach is based on the
following basic strategy: We can partition the feature space
into disjoint regions. Based on the region partitions, better
cost-aware performance can be achieved by augmenting new
instances in the feature space within these high-cost regions,
as is shown in Fig. 1. For the construction of h, the augmenta-
tion is performed in the d-dimensional output space of ¢(x).
Notice that our proposed strategy relies on the correlation
assumption between feature and cost, thus it is necessary to

examine whether this assumption is consistent with reality.
Due to the lack of space, we put the discussion on this issue
in the appendix.

The central challenge for doing region-based feature aug-
mentation is to partition the feature space properly. We con-
duct the following analysis to obtain theoretical insights
on this task. Denote by & the feature space induced by
X and ¢. Furthermore, Denote by D, (z) the feature space
distribution over Xy induced by D(z) and ¢. Assume that
the feature space X, is partitioned into K disjoint regions
Ri, Rs, ..., Rg. We denote pq,po,...,px as the probabil-
ity ratio of Dy(z) over Ry, Ro, ..., Rx. We further denote
{Dg1(2),..., Dy, x(2)},{D1(2),..., Dk (2)} as marginal
feature and data distributions induced by p1, ps,...,px. To
proceed, given margin threshold 0 < p < 1 and sub-samples
Dy, of size N;, > 1 such that each Dy, is the subset of the
whole dataset D in the k-th region, we introduce the cost-
aware margin error

CErr,(2; h) = c[®,[on (2, y)]]
and cost-aware margin risks:

Ry(h; Di) = E.op, (2) [CErT, (2 b)),
1
D E
(h k) Nk ;[C rrp(zu h)]?
in which pp, (x,y) = h(x, y) — max, 4, [h(x,y’)] and
1, a <0,
O, lal=¢1—-a/p, 0<a<p,
0, a>p.

The following result shows that the region-decomposed
access risk of the learned classifier:
Theorem 1. Without loss of generality, assume that the costs
¢ are bounded in [0, 1], the normalization function o is L,-
Lipschitz, and the 2-norm of any w € W is bounded: |w|| <
A. Furthermore, denote by h* = argmin, c,, R(h; D) and
assume that the learning algorlthm can output a smgle T such
that 30 < p < 1,Vk € [K] (1) h € argmmheHR (h; Dg);

(2) 3k}, Ry(h; Dk) = 0. Then the following result holds
with probability at least 1 — §:
R K
R(h;D) < R(h*;D) +2 ) _ prConfy,
k=1
in which
8LL,A . [Vary(¢) 2 Var (h) log 3K
f, =
Con k ( P )\/ Nk + Nk
1
log %
3N
Vary (¢ ) [H(b(a:l) E[¢ ( )| ]gzven that ¢ is the feature

backbone of h. Furthermore, Vary, (h) is the variance of cost-
aware margin error under the k-th region:

Vary (h) = E[(CErrp(z;ﬁ) - E[CErrP(z;B)])Q]
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Figure 2: Illustration of the proposed approach. An individual attention module is added after the feature-extracting modules. The
attention module outputs the implicit region partition information, which is used to generate augmented samples. a;; represents
attention score, m represents batch size, and sim represents similarity measure.

Remark 1. The first message from Theorem 1 is that

the excess risk of the learned model h can be controlled by
minimizing the empirical cost-aware margin risks under all
the regions. Due to the power of current learning models, such
as deep neural works, this target can be easily achieved. We
also note that the cost-aware margin risk can be minimized
even when a cost-free loss is used: The cost-aware loss gets
to zero as long as the margin of the true label exceeds the
threshold p.

Remark 2. The second message is the dependence of
sample complexity over the variances of feature embeddings
and risk values under each region. It can be observed that
when both these variances are small in one region, then the
order of sample complexity achieves the fast rate of O(1/Ny,)
instead of the ordinary O(1/y/Ny,). Since our basic learning
strategy is to augment instances, achieving this benefit is
indeed important. This observation leads to the basic rule of
region partition: the regions should be partitioned to minimize
the feature and risk variances within each region. However,
in general, finding a regime to minimize both variances is
quite difficult. When feature and cost distributions have a
close relationship, as assumed in our setting, we can achieve
both targets by focusing on the risk variance only.

Augmentation by Adaptive Region Partition

In this section, based on the insight obtained from Sec-
tion , we propose the AugARP (Augmentation by Adaptive
Region Partition) approach for cost-aware long-tailed clas-
sification. Algorithm 1 illustrates the running process of
AugARP, which is based on two subroutines: AUGMENT and
PARTITION. We assume that before running AugARP, the
feature backbone of the classifier is learned from the original
training dataset, as suggested by previous studies (Cao et al.
2019; Kang et al. 2020; Zhou et al. 2020). In each learning it-

Algorithm 1 AugARP

Input: region partition ® = {X3}, augmentation counts

M, embedded training dataset D-, classifier /i; with learned

feature backbone a;
for step ¢t € [T'] do
Instance augmentation:

(D29, X
[

5 ) < AUGMENT(R, Dy, h);

Dataset update: D7 < D3 U Dgug ;
Model update: Update prediction heads Wofh using Dg;
Region partition: R < PARTITION(fR, D3, X3, ,ﬁ);
end for N
Output: Learned classifier h;

eration, the training dataset is augmented by AUGMENT. After
updating the prediction heads of the classifier, PARTITION
proceeds to update the region partition. Below we discuss
these two subroutines in detail.

Adaptive Region Partition

The naive region partition strategy is to traverse the possible
partition points for each feature, and then choose the partition
feature and point with the highest reduction of cost variance.

However, the naive strategy described above is very in-
efficient, especially on large datasets with a huge feature
space. In order to achieve efficient partitioning, we propose
an adaptive region partition method based on the attention
mechanism. As shown in Fig. 2, we add an attention module
after all convolution modules in CNN. The function of the



Algorithm 2 AUGMENT

Input: attention module Att, embedded training dataset D-,

classifier h, beta distribution coefficient «;
while not converge do
Permute Dg) to generate D
forn=1,2,..., |D$| do
An ~ Beta(a, a);
An, = 2 - sigmoid(Att (X, X)) A - S(Ny,, )s
x99 = (1 — X)Xy + AnX;
Yn? = Yn
end for
end while

. poug p .
Return: D¢3 s A5 s

attention module is to implicitly determine the region parti-
tion by calculating the similarity between two samples, as
a high attention score of the two samples indicates that the
two samples are in the same region. The attention module is
trained by the similarity of sample features and costs to fit
the implicit region information.

Region-Based Augmentation

In this subsection, we design the augmentation subroutine
by combining the implicit region partition information with
Mixup augmentation algorithms. Algorithm 2 provides an
example of AUGMENT procedure in which we introduce the
implicit region partition information into the MFW algorithm
(Ye, Zhan, and Chao 2021) and increase the mixup proportion
for samples with high attention scores, as the high attention
scores indicates that these samples are in the same region.
The definition of s(XV,, ) is the same as the definition in Ye,
Zhan, and Chao (2021).

Besides MFW, other Mixup algorithms can also be
combined with our proposed AugARP framework. In the
experiment part, we investigate the performance of Au-
gARP combined with MFW and Remix (Chou et al. 2020).

Experiment

In this section, we verify our proposed AugARP in the
following three perspectives: (1) comparing the perfor-
mance between AugARP and other long-tail learning meth-
ods; (2) whether the high-cost samples can be sepa-
rated by PARTITION; (3) the effectiveness of proposed
AUGMENT method. Four datasets are used in our experiments:
CIFAR10, CIFAR100, iNaturalist, and 2023 Amazon Sales
Dataset'. We introduce briefly each dataset and experiment
setting in their respective subsections?.

Performance Measure

In our experiments, the performance of each algorithm is
measured by the weighted accuracy of the test set, which

"https://www.kaggle.com/datasets/lokeshparab/amazon-
products-dataset

>The code is released on https://www.lamda.nju.edu.cn/code_
AugARP.ashx

is the normalized version of CErr. Denote the test set as
(xi,yi,ci)ilil, in which x; represents features, y; repre-
sents the ground-truth label, and c; represents the cost. The
weighted accuracy of classifier & is defined as

Sy ed(h(x:) = y)
Zf\; Ci
R
% Ezlil Ci

The proportion of samples belonging to each class in the
test dataset is the same as the training set. Notice that the
samples belonging to each class are not the same, while the
proportion of each class in the test set is equaled in other
related works. The reason is that the setting of our work is
different from others, as we have assigned misclassification
costs for samples in the dataset.

WeightedAcc(h) =

Comparison Methods

We compared our method with both the re-sampling-based
methods and the re-weighting-based methods. The re-
sampling-based methods include MFW (Ye, Zhan, and Chao
2021) and Remix (Chou et al. 2020). As our proposed Au-
gARP algorithm also combines with MFW and Remix, the
experiment verified the effect of our proposed region-based
framework, and whether the region-based framework can be
combined with MFW and Remix. The re-weighting-based
method includes the basic ERM method with the cross-
entropy loss, Focal (Lin et al. 2020), LDAM, and LDAM-
DRW (Cao et al. 2019).

Experiment Results on Long-Tailed
CIFAR10/CIFAR100 Datasets

This subsection introduces the experiment results on im-
balanced CIFAR10/CIFAR100 datasets. CIFAR10 and CI-
FAR100 datasets consist of 32 x 32 images, 50000 images in
the training set, and 10000 images in the test set. We follow
(Cao et al. 2019) to construct the long-tail setting and step
setting imbalanced CIFAR10/CIFAR100 training datasets,
and the imbalance ratio is set as 100 for both the long-tail
setting and the step setting. On CIFAR100, 10 head classes
and 40 tail classes are set as important classes with misclassi-
fication costs of 100 while others are with misclassification
costs of 1. The misclassification costs of CIFAR10 is similar
to CIFAR100. Unlike other papers that use a balanced test
set, we have set the weight of each class, so we set the sample
proportion of the test set to be the same as the training set.
We use Resnet-32 for both CIFAR10 and CIFAR100 datasets.
For each algorithm, we train 200 epochs and repeat 3 times
to report the average weighted accuracy.

The weighted accuracy is shown in Table 1. Note that
traditional long-tail learning methods such as LDAM and
focal loss do not perform well in our setting because our
proposed setting is different from traditional long-tail learn-
ing problems. This result also shows the necessity of Au-
gARP algorithm in the proposed new scenario. On both long-
tailed and step-setting CIFAR100 datasets, the AugARP-
MFW outperforms other methods. On CIFAR10 dataset, the



CIFAR10 CIFAR100
method . .
long-tail  step  long-tail step
ERM 0.6639  0.8020 0.4443  0.5071
LDAM (Cao et al. 2019) 0.8381  0.9258 0.0757  0.0926
Focal (Lin et al. 2020) 0.8325 0.9203 0.2854 0.3416
LDAM-DRW (Cao et al. 2019) 0.8046  0.6852  0.4098  0.4900
MFW (Ye, Zhan, and Chao 2021)  0.8667 0.9255 0.4769  0.5916
Remix (Chou et al. 2020) 0.9013 0.9488 0.5682  0.5047
AugARP-MFW 0.8930 0.9282 0.5714  0.6064
AugARP-Remix 0.8886  0.9438 0.5631 0.5544

Table 1: The weighted accuracy of CIFAR10/100 datasets.
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Figure 3: Testing weighted accuracy w.r.t. training epochs on CIFAR10/100 datasets.

weighted accuracy of AugARP method is just slightly behind
the weighted accuracy of the best method.

The weighted accuracy of (AugARP) mixup methods is fur-
ther shown in Fig. 3. The figure shows that AugARP method
not only improves the weighted accuracy of Remix and MFW
methods but also speeds up the convergence process. This
result further validates the effectiveness of AugARP in cost-
aware long-tailed learning. The result also indicates that our
proposed AugARP method has a better performance on step-
setting compared with the long-tailed setting.

Experiment Results on 2023 Amazon Sales Dataset

In this subsection, we conduct the experiment on Amazon
Products Sales 2023 dataset, which is an open-source dataset
from real-world business. This dataset includes product infor-
mation over 7 super-classes and 142 classes, and the features
include product images, ratings, and prices. In this exper-
iment, we consider the product image classification task,
and let the price of each product be the instance-specific
misclassification cost. Similar to the experiment settings of
CIFAR10/100, we use Resnet-32 for the Amazon Products
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Figure 4: Testing weighted accuracy w.r.t. training epochs on Amazon and iNaturalist datasets.

method Amazon iNaturalist
ERM 0.6560 0.5077
LDAM 0.2513 0.0011
Focal 0.6342 0.0011
LDAM-DRW 0.5962 0.4620
MFW 0.6168 0.2707
Remix 0.7054 0.4453
AugARP-MFW  0.6999 0.4905
AugARP-Remix  0.7073 0.5865

Table 2: Comparison on final testing weighted accuracy on
Amazon and iNaturalist datasets.

Sales dataset and train 200 epochs for each method. Every
algorithm repeats 3 times and the average weighted accu-
racy is presented. The results of weighted accuracy of both
proposed methods and comparison methods are shown in
Table 2. According to the result, AugARP-Remix outper-
forms other methods, which verifies the effectiveness of the
proposed AugARP framework on real-world datasets. Fig.
4a shows the weighted accuracy of AugARP methods and
comparison mixup methods. The result also verifies that our
proposed AugARP method can improve the performance of
mixup algorithms in real-world scenarios.

Experiment Results on iNaturalist Dataset

In this subsection, we experiment with the iNaturalist 2018
dataset. The iNaturalist is a large-scale dataset containing
over 8,000 classes of 14 super-categories. Similar to the set-
tings of other datasets, the classes from 1 head super-category
and 6 tail super-category are set as important classes with
misclassification costs of 100 while other classes with mis-
classification costs of 1. We use Resnet-50 for this experiment
and train 90 epochs. As the training process on the large-scale
dataset is very time-consuming, we only run every algorithm
1 time to report the weighted accuracy results.

Fig. 4b shows the weighted accuracy of our proposed Au-
gARP Mixup method and comparison Mixup methods. The

result proves that our proposed AugARP method can signifi-
cantly improve the weighted accuracy of Mixup augmenta-
tion algorithms. Table 2 refers to further comparison results.
Under the settings we consider, other long-tail learning algo-
rithms such as LDAM and focal loss do not work properly,
and our proposed AugARP method can achieve good per-
formance. It is also worth noting that, compared with other
datasets, our algorithm can significantly outperform other
algorithms on the CIFAR100 and iNaturalist datasets, and the
characteristics of these two datasets are that they both have
a super-class structure. When setting the weight parameters
of each class, we set the categories under each super-class to
have similar weights. This result is also consistent with the
assumptions our proposed AugARP algorithm relies on.

Limitations and Conclusion

Although the existing research assumes the importance of
each class is the same in the long-tail learning task, in real-
world applications there may exist some tail classes with
higher values. In this paper, we propose a novel cost-aware
long-tail learning framework AugARP which can adaptively
find out the regions of high-value classes implicitly and then
perform data augmentation with the region information. We
provide both theoretical and empirical analysis to validate
the effectiveness of AugARP. As a first step of cost-aware
long-tailed learning, there are some limitations in our paper:
(1) In the process of PARTITION, we use an attention module
to divide the region implicitly. However, it may not be the
most effective structure. Further research on this issue is nec-
essary to improve the performance of cost-aware long-tailed
learning algorithms. (2) Mixup methods used in our proposed
algorithm may not be the most effective way to combine the
implicit region partition information into the data augmen-
tation process. The best data augmentation method that can
take full advantage of region partitions is still waiting to be
researched. Despite there are some limitations in our current
work, we believe this paper can inspire further research on
our proposed cost-aware long-tail learning scenario.



Appendix A: Proof of Theorem 1

The excess risk of & can be decomposed and bounded as
follows:

R(h; D) — R(h*;D)

K
dop k[R(h; Di) — R(h*; Dy
k=1

K
Z R(h;Dy.) — R(hj,; Dy,

The second equality is due to that h}; is optimal for margin
risk on the region and the margin error is always larger than
the 0-1 classification error. Thus we only need to further

bound R(iAz; Dy) — R(h};Dy) on each region. We further

have that
R(h; D) — R(W; Di) < Ry(h; Dy) — Ry (hi; D)
=R,(h;Dy,) — R, (h; Di) + (R, (h; D) — R,(hj; D))
+ Ep( Z§ Dk) - Rp(thDk)
Ry(h; Di) = Ry(h; Di) + Ry(hi; Di) — Rp(hii; Dy
<2(R,(h; Dy,) — R,(h; Dy)).

To proceed, we introduce the following lemma, which is
the generalization of classical Bernstein’s inequality to the
bounded difference situation, assuming that the random func-
tion to estimate follows from the summation form. The proof
is similar to Lemma A.4 in (Ding et al. 2022) by combining
with the key observation that under this formulation of f,
the sample variance on g is always the upper bound of the
variance of the empirical sample mean on g.

Lemma 1. Assume that there is a real-valued function
f XN — [0,1] such that f has the formulation of
F(X1, Xoyo o, XN) = £ 50 9(X,), in which g : X —
[0,1] is also a real-valued function bounded in [0, 1]. Fur-
thermore, denote the variance of g induced by the sample
distribution as V, then with probability at least 1 — § over
random draw of i.i.d. sample X1, Xo, ..., Xn, the following
result holds

f(X1;X27"' 7XN)

3 3
- N 3N

From Lemma 1, we can obtain the Bernstein-type general-
ization of the classical generalization bound on Rademacher
complexity (e.g. Theorem 3.3 of (Mohri, Rostamizadeh, and
Talwalkar 2018)), by the substitution of the original McDi-
armid’s inequality with Lemma 1 in the proof.

_E[f(leXQv"' ’XN)]

Lemma 2. Let f follow the same formulation in Lemma 1.
Denote by G be the function space of g. Then with prob-
ability at least 1 — & over random draw of i.i.d. sample

X1, Xo,..., XN, the following result holds

3
EF(X)] < (X X) + 293(@) + | 225

log %
3N’
in which R(G) is the Rademacher complexity of function
class G.

Set confidence parameter as 6 /K we have that for Vk €
[K], with probability at least 1 — 6/ K,

RP(?L; Dk) - Ep@? Dk)

2V10g% n log%
Ny, 3Ny

in which Hcgyy, is the function class induced by H and
CErr,. Then following the similar proof steps to Theorem 1
of (Kuznetsov, Mohri, and Syed 2014), we have

ALL,
me (HCErrP ) >~

< 28N, (HcEn,) +

W),

in which W = {w : w € W} is the function set of all linear
prediction heads. The final task is to bound Ry, (HcErr, )-
Denote by v the Rademacher random variables:

me (HCErrp )

Ny,

i=1
Ny

sup (w, Y vi($(x:) — En, [$(z)])]

_N =l
k [Jw||[<2A i—1

2A
<N Epaw | sl (1)
Ne 7 L)< E:

ED%, H}jul
|:ED¢k,u || Z Vz
_2A

-2 [Bn,, (5 13@s) ~ Eo,, 3]

i=1

~Ep,, [3())]]
~ En,, [6(@)))]

1
2

—Ep,, [B()]]

=

e [0, [16(@) ~ En, (3D IP]),

in which the first inequality is due the compactness of W,
the second inequality is due to Cauchy-Schwarz inequality,
the fourth inequality is due to Jensen’s inequality, the second
equality is due to that v are zero-mean i.i.d. random variables.
Then we arrive at the final result.

Appendix B: Analysis of the Correlation
Assumption

The correlation assumption between sample features and
misclassification costs plays a very important role in our



Spearman’s coefficient

of correlation P value

without embedding 0.0348 <1073
without embedding 0.0437 <107
with embedding 0.4786 <1077

Table 3: The Spearman’s coefficient of correlation between
the feature similarity and cost similarity

proposed approach. Thus it is necessary to examine whether
the assumption is consistent with reality. In this section, we
conduct a brief analysis of the assumption on the Amazon
Product Sales dataset.

On the Amazon Product Sales dataset, the feature and
misclassification cost of each good item is defined as the
pictures of the good and the price of the good. We calculate
Spearman’s rank coefficient of correlation (Fieller, Hartley,
and Pearson 1957) between the misclassification cost gap
and feature similarity of sample pairs on the dataset. For a
sample pair (x;, ¢;), (X;, ¢;), the misclassification cost gap is
defined as (c; — ¢;)?, and the feature similarity is defined by
two ways: the Euclidean distance ||x; — x|, and the cosine
distance 1 —x7x;/(||xi|| - ||x;]|). Considering the influence
of the feature embedding process, we calculate the result for
both original features and embedded features. The result is
shown as Table 1. We use the Resnet-32 trained with 100
epochs for feature embeddings.

Note that all P values are very small, which indicates that
all correlation results are significant. For the original features
without feature embedding, the value of the correlation co-
efficient is relatively small, indicating that the correlation in
this case is weak. However, for the features after feature em-
bedding, the value of the correlation coefficient is relatively
large, which indicates that there is indeed a certain corre-
lation between feature similarity and cost similarity after
feature embedding. This result confirms that our hypothesis
is reasonable and consistent with real-world scenarios.

Appendix C: Attention Module

In our proposed AugARP approach, we introduce an individ-
ual attention module after the feature-extracting network to
divide the embedding space implicitly. Here we use the most
basic attention module:

T
Att = softmax (QK ) v
Var
in which @ represents the embedded batch input, K and V'
represents the keys and values parameter matrices.

In our work, the attention mechanism is used to measure
the similarity between samples, including the similarity be-
tween sample features and the similarity between sample
importance. In order to achieve this goal, we introduce the

following regular terms to the loss function during the train-
ing process to train the attention module:

A1 9 A2 9
e 2 (Atti; —sij)” + oo Z(Atti,j —Cij)

1,) 2,7
in which s; ; represents the cosine similarity of embedded
samples, and ¢; ; represents the similarity of (normalized)
misclassification costs, m is batch size.

Broader Impact

In cost-aware long-tailed classification, focusing learning
on those high-cost minority classes is essential. Similar to
previous long-tailed classification studies, as the importance
of minorities is emphasized in our setting, we believe that
the AugARP method proposed in this paper can help to im-
prove social good and fairness. Since the cost-aware scenario
appears in many real-world applications, AugARP has the
potential significance to mitigate the safety risk in them. For
example, among different kinds of rare social behaviors, Au-
gARP may help to distinguish truly malicious ones that could
lead to huge hazards, so that public resources can be effi-
ciently used.

On the other hand, under the cost-aware setting, incorrect
cost setting and estimation might also lead to negative ef-
fects on minorities, who are truly important but are assigned
low costs mistakenly. We believe that ensuring the proper
assignment and estimation of costs under cost-aware long-
tailed classification is an essential problem for the next step
of research.
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