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Automatic Machine Learning

raw data feature learning
configuration applications

data pre-
processing

model-selection & hyper-
parameter optimization

training

Automatic
Machine Learning

(AutoML)
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Purpose of AutoML:
AutoML aims to make machine learning configuration involve less human

expert knowledge.

Automatic Machine Learning

learning model

hyper-parameter

k-fold cross validation

loss function

dataset

Derivative-Free Optimization (DFO)
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Optimization problems: 

use only the function values for optimization 

Algorithm structure:

model new 
solutions

problem-independent
reproduction

update

l CMA-ES [Hansen, 2013]
l Cross-entropy [Rubinstein, 

1997]
l Bayesian optimization 

[Kawaguchi, 2015]

weak theoretical 
support

low scalability

Can we propose a method which has both 
theoretical support and high efficiency?

A: classification-based optimization
[Yu, et al. 2016]

DFO Background
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Classification-Based Optimization (I)

Model: classifier: bounded error

Sampling: uniformly from positive area

Update: learn a new classifiermodel new 
solutions

problem-independent
reproduction

update
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Model: classifier: bounded error

Sampling: uniformly from positive area

Update: learn a new classifier

positivenegativenegative negative negative negative

model new 
solutions

problem-independent
reproduction

update

Classification-Based Optimization (I)
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Model: classifier: bounded error

Sampling: uniformly from positive area

Update: learn a new classifiermodel new 
solutions

problem-independent
reproduction

update

positivenegativenegative negative negative negative

Classification-Based Optimization (I)
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On Local Lipschitz continuous functions:

binary space

continuous space

classification-based 
optimization is efficient 

Querying complexity:

Classification-Based Optimization (II)
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Smaller ϴ the better: the classifier should be highly randomized
Smaller ϒ the better: the learnt positive area should be small

Querying complexity:

Classification-Based Optimization (II)
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Classification model design:
Considerations:

1. a classifier with a sampled 
positive area

Implementation:

1. learn an axis-parallel region 
1111

Classification-Based Optimization (III)
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Classification model design:
Considerations:

1. a classifier with a sampled 
positive area

2. smaller ϴ -> less dependent

Implementation:

1. learn an axis-parallel region

2. with randomness 1111

Classification-Based Optimization (III)
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Classification model design:
Considerations:

1. a classifier with a sampled 
positive area

2. smaller ϴ -> less dependent
3. smaller ϒ -> small positive area

Implementation:

1. learn an axis-parallel region

2. with randomness 
3. as small as possible

RAndomized COordinate Shrinking (RACOS)

Classification-Based Optimization (III)
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RACOS samples and evaluates 
many solutions in each iteration

in some problem, evaluation is 
expensive and sequential

can we update the model after 
each evaluation?
A: sequential-mode RACOS [Hu, et al. 2017]

RAndomized COordinate Shrinking (RACOS)

Motivation

Sequential-Model Optimization (I)
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model one new 
solution

problem-independent
reproduction

update

Sequential RACOS (SRACOS)

step 1 step 2 step 3 step 4

historical solutions

reuse historical solutions

Sequential-Model Optimization (II)
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Sequential RACOS (SRACOS)

with fixed size of training data set

positive solution

Strategies of replacing solution:
• replace the solution with the worst evaluation value (WR)
• replace a randomly selected solution (RR)
• replace the solution having the largest distance to the best-

so-fat solution (LM) 

Sequential-Model Optimization (III)
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sequential can be better

RACOS SRACOS

Querying complexity:

Sequential-Model Optimization (III)
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Compared methods:

CMA-ES [Hansen, 2013]: evolutionary strategies in state-of-the-art;
DE [Storn, 1997]: differential evolution;
CE [Rubinstein, 1997]: cross entropy; 
IMGPO [Kawaguchi, 2015]: a Bayesian optimization method;
RACOS [Yu, 2016]: batch-based RACOS.

Selected functions:

Sphere Ackley

Experiments (I)
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Convergence:

Experiments (II)
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Direct policy search on reinforcement learning:

state
rewardaction

environment

c c
c
c

c

c
c

c

c

c

c c
c
c

c

c
c

c

c

c

input layer
(state)

output layer
(action)

policy (π)

Objective function of policy:

Experiments (III)
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Gym tasks:

Acrobot MountainCar HalfCheetah Humanoid

Swimmer Ant Hopper LunarLander

Experiments (IV)
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Half-Cheetah:

SRACOS RACOS CMA-ES

CE DE IMGPO

Experiments (IV)
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Is SRACOS efficient enough?
AutoML problem formulation [Feurer et al., 2015]: high evaluation cost

Because can’t get gradient, DFO get better sample by random search.

Many evaluations will be spent

Only a few evaluations are allowed for DFO

SMAC [Hutter et al., 2011] TPE [Bergstra et al., 2011] SRACOS [Hu et al., 2016]

SRACOS is not efficient enough!
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Why DFO Needs Many Evaluations

the points in i-th iteration

the best point in i-th
iteration

the points in (i+1)-th
iteration

the points which is better
point in i-th iteration

Exploration in derivative-free optimization

Without gradient, 
DFO should spend 
many evaluations on
exploration. 

If we know the search direction, the exploration on DFO can be avoided.

How can we know the direction?
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Consider AutoML Problems’ Property

In AutoML tasks

Tuning hyper-parameter
for a model

dataset 1

dataset 2

dataset m

dataset m+1

dataset m+2

dataset m+n
…

…

experienced
problem set

target
problem set

historical
experience

optimization
method

guide

We consider a problem distribution, but not a single problem.
We can get directions from experience! [Hu, et al. 2018]
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Get Experience (I)

In i-th iteration of DFO

the points in i-th iteration

the best point in i-th
iteration

the points in (i+1)-th iteration

the points which is better
point in i-th iteration

the good sample direction
the bad sample direction

1. sample a bad point, and
label the direction is
negative

2. sample a good point, and
label the direction is
positive

We can log the stored samples and label the direction to get experience.

Can this experience be used on new problems?

Not directly!
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Get Experience (II)

For a simple example
positive direction on
experience problem

positive direction on
target problem

𝑥

𝑥∗ − 𝑥𝑥∗ − 𝑥$

Centralization

using centralization
to align the direction
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Get Experience (III)

In 2-D problems

Learning the directional model
on the experience dataset.

label:

centralization

feature:

MLP directional
model
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Utilize Experience

Utilizing the directional model to predict the direction of the next sample.

Discussion: The directional model can predict which sample is most valuable to be evaluated. In
this way, ExpSRacos improves efficiency by avoiding wasting many evaluations for exploration.

initialization model
…

pre-sample 1

pre-sample 2

pre-sample K

evaluatebest sample
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Experiments (I)

Exp 1: On synthetic function

Ackley function:

Compared method

We compared ExpSRACOS with CMAES [Hansen et al., 2003], SMAC [Hutter et al.,
2011], TPE [Bergstra et al., 2011] and SRACOS [Hu et al., 2017].

learn directional model from
200 experience problems

with 400 evaluations

test on
100 target problems

with only 100 evaluations
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Experiments (II)
Convergence performance:

Experience directional mode guide optimization on target problemsEasy Hard

Average performance:

We test all compared methods with just only 50 evaluation budget.

only 100 evaluations
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Experiments (III)
Exp 2: On AutoML tasks

Problem distribution: We optimize hyper-parameters for a specific learning model on
different datasets.

Criterion: k-fold cross validation error rate on training data.
Support: This experiment is based on Scikit-learn [Pedregosa et al., 2011].

Exp 2.1: On ensemble classifier experience
datasets

Opt

directional
model

target
datasets

Opt

choose 24 datasets from UCI

optimize with 200 evaluations and
repeat for 10 times for each dataset

optimize with only 50 evaluations

choose 10 datasets from UCI

𝐶&(𝛿&)

𝐶*(𝛿*)

𝐶+(𝛿+)

...

𝑤&

𝑤*

𝑤+

...dataset

weighted voting ensemble classifier
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Experiments (IV)
Results:
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Experiments (V)
Exp 2.1: On neural network architecture optimization

Hyper-parameter number: 19

Datasets: MNIST and SVHN. MINIST is the
source dataset and SVHN is the target
dataset.
Experience dataset: We apply SRacos to
optimize hyper-parameters on the source
dataset with 200 evaluation budget and
repeat for 5 times.

optimizing CNN architecture for image classification tasks.

Results:
[Springenberg et al., 2015]
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Conclusion
AutoML tasks

High efficient derivative-free optimization

can’t get gradient high evaluation cost

Classification-based optimization (RACOS)

Theoretical analysis

Sequential classification-based optimization (SRACOS)

Consider optimization structure

Experienced derivative-free optimization

Consider AutoML task property
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The End

Thank you for your attention!
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