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QQ: 810862334

www.lamda.nju.edu.cn/IntroRL
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Richard S. Sutton and Andrew G. Barto
Reinforcement Learning: An Introduction
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David SilveriEfE415% : Introduction to Reinforcement
Learning (1077if)
https://www.bilibili.com/video/BV17x411Z7Zo?zw



https://www.bilibili.com/video/BV17x411Z7Zo?zw
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Berkeley CS285 2020172

https://www.bilibili.com/video/BV1154y1k7ZE?
from=search&seid=12966764310094379808

Deepmind 20181R7E
https://www.bilibili.com/video/BV16t411y7Gq?p=1

RLChina 20201%k%=
WLk : hitps://richina.org/ S BEIE ST T 5 HEiE
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The intelligence of survival

PHASE 1
DOWN




Robotics




Robotics by RL
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Comparison with the real dog
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Agent

ﬂgent Sensors
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Actions
k Actuators T

Agents include humans, robots, softbots, thermostats, etc.

The agent function maps from percept histories to actions:
f:P"— A

The agent program runs on the physical architecture to produce f



Sensors




Observation vs state




Actuators

The Motor Unit

Branches of
motor neurons

Myofibrils




Function / Policy
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Actuators

Percepts

Actions
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Policy: m: § x A — R, Z

T(s) — a

acA

m(als) =1

Policy (deterministic): 7 : S — A
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Environment




Environment

environment is influenced by the actions
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Percepts

Actions




The intelligence of survival




Reinforcement learning

action/decision

>

Environment

- reward

state
Agents goal:
T 1 T o
T—S1'€PI ; Tt average: ? ; Tt discounted: Zt:() fyt’l“t

a way of programming agents



Cart Pole

States: (pole angle, angular velocity)
Actions: move left, move right
Rewards:

0 stands, -1 failed




Video games

States: video
Actions: gamepad buttons
Rewards:

game score

PLAYER 1 LEVEL ©1 BOHUS OSBS0




Game of Go

States: board
Actions: (x,y)
Rewards:

0 win, -1 lose

» 00:00:03
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@ /.PHAGO -l e ,
00:08:32 » - LEE SEDOL
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AlphaGo

Google DeepMind




Self-driving car

States: surrounding
Actions: steering wheel, accelerator, brake
Rewards:

+100 fast and safe, -100 collisions, ...




Go vs self-driving car

 Known environment vs Unknown environment
* Discrete vs Continuous states/actions

* One goal vs many goals

 Simple reward vs rewards to be detected

» Safe vs killing



Notations

Y .“ 1

il "‘: N

Richard Bellman

actions a,
states
rewards ;

observations 0,

Lev Pontryagin

actions U,
states  X;
costs  C(xp, U,)

dynamics p(xt +1 | X, ut)



Machine Learning

Artificial Intelligence

Machine Learning

Supervised Learning Reinforcement Learning

Unsupervised Learning




Difference between RL and SL?

both learn a model ...

Prediction:

Decision-making:
A%/ A 4 27k what is this? |

I —=e howtocue?

N turn-left, cut, ..., tumor-
& removed

3 this is a tumor!

Supervised learning process Reinforcement learning process
e ) C ) e

S data T

E (X’ y) (O]

B e -

= (X, y) S -—><< —>| algorithm —>» model
i/ % (y

— -/



Difference between RL and SL?

Supervised learning objective Reinforcement learning objective
arg mein E...ploss(fo(x),y(x)) arg max E, .p~o reward(s, my(s))
training distribution test distribution S

train/test data are sampled i.i.d.

future is the same as the past future is to be chosen
train on past data train by trial-and-error



