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Agent
Agents and environments

?

agent

percepts

sensors

actions
environment

actuators

Agents include humans, robots, softbots, thermostats, etc.

The agent function maps from percept histories to actions:

f : P∗ → A

The agent program runs on the physical architecture to produce f
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Figure 2.1 Agents interact with environments through sensors and actuators.

there is to say about the agent. Mathematically speaking, we say that an agent’s behavior is
described by the agent function that maps any given percept sequence to an action.AGENT FUNCTION

We can imagine tabulating the agent function that describes any given agent; for most
agents, this would be a very large table—infinite, in fact, unless we place a bound on the
length of percept sequences we want to consider. Given an agent to experiment with, we can,
in principle, construct this table by trying out all possible percept sequences and recording
which actions the agent does in response.1 The table is, of course, an external characterization
of the agent. Internally, the agent function for an artificial agent will be implemented by an
agent program. It is important to keep these two ideas distinct. The agent function is anAGENT PROGRAM

abstract mathematical description; the agent program is a concrete implementation, running
within some physical system.

To illustrate these ideas, we use a very simple example—the vacuum-cleaner world
shown in Figure 2.2. This world is so simple that we can describe everything that happens;
it’s also a made-up world, so we can invent many variations. This particular world has just two
locations: squares A and B. The vacuum agent perceives which square it is in and whether
there is dirt in the square. It can choose to move left, move right, suck up the dirt, or do
nothing. One very simple agent function is the following: if the current square is dirty, then
suck; otherwise, move to the other square. A partial tabulation of this agent function is shown
in Figure 2.3 and an agent program that implements it appears in Figure 2.8 on page 48.

Looking at Figure 2.3, we see that various vacuum-world agents can be defined simply
by filling in the right-hand column in various ways. The obvious question, then, is this: What
is the right way to fill out the table? In other words, what makes an agent good or bad,
intelligent or stupid? We answer these questions in the next section.

1 If the agent uses some randomization to choose its actions, then we would have to try each sequence many
times to identify the probability of each action. One might imagine that acting randomly is rather silly, but we
show later in this chapter that it can be very intelligent.
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environment is influenced by the actions 
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Reinforcement learning

Agent Environment

action/decision

reward
state

Agent’s goal: learn a policy to maximize long-term total reward 

discounted:T-step:

a way of programming agents

average:
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Cart Pole

States: (pole angle, angular velocity)

Actions: move left, move right

Rewards:

0 stands, -1 failed



Video games

States: video

Actions: gamepad buttons

Rewards:

game score



Game of Go

States: board

Actions: (x,y)

Rewards:

0 win, -1 lose



Self-driving car

States: surrounding

Actions: steering wheel, accelerator, brake

Rewards: 

+100 fast and safe, -100 collisions, …



Go vs self-driving car

• Known environment vs Unknown environment 


• Discrete vs Continuous states/actions 


• One goal vs many goals 


• Simple reward vs rewards to be detected 


• Safe vs killing



Notations



Machine Learning

Machine Learning

Supervised Learning Reinforcement Learning

Unsupervised Learning

Artificial Intelligence



Difference between RL and SL?

both learn a model ...

Supervised learning process

en
vi

ro
nm

en
t data 

(x, y) 
(x, y) 
(x, y) 

...

data
(s,a,s,r,a,s,r...)
(s,a,s,r,a,s,r...)
(s,a,s,r,a,s,r...)

algorithm model
data

(s,a,s,r,a,s,r...)
(s,a,s,r,a,s,r...)
(s,a,s,r,a,s,r...)

data 
s,a,r,s,a,r,s,  
s,a,r,s,a,r,s, 
s,a,r,s,a,r,s, 

...en
vi

ro
nm

en
t

algorithm model

Reinforcement learning process

Prediction:

this is a tumor!

what is this?

turn-left, cut, …, tumor-
removed

Decision-making:
how to cue?



Difference between RL and SL?

Supervised learning objective Reinforcement learning objective

argmin
✓

Ex⇠D loss(f✓(x), y(x))
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training distribution test distribution
train/test data are sampled i.i.d. 

future is the same as the past 
train on past data

future is to be chosen 
train by trial-and-error
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argmax
✓

Es⇠D⇡✓ reward(s,⇡✓(s))


