
Dynamic Network for Evolving Objectives
• For new objectives, expand the agent network

with multi-head architecture.
• No need to train the entire network from scratch.
• Results: Learn to complete new objectives faster.

MORL methods focus on learning to complete and trade-off a 
fixed set of objectives. But the objective set may change over 
time in some real-world scenarios.
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To bridge this gap, we formalize the continual MORL problem 
and try to solve it with our method Continual Multi-Objective 
Reinforcement Learning via Reward Model Rehearsal (CORE3).

CORE3 learns to complete and trade-off all encountered objectives the best. CORE3 learns new objectives faster and better remembers old objectives.

Continual Multi-Objective Reinforcement Learning via Reward Model Rehearsal
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Multi-Objective Reward Model Rehearsal
• For old objectives lacking reward signals, we learn a multi-objective reward model !𝐑 𝑠, 𝑎 = '𝑅! 𝑠, 𝑎 , … , '𝑅" 𝑠, 𝑎  

to recover these signals, and use them to train the agent, i.e., reward model rehearsal.
• Performance guarantee: For all preferences, performance loss ≤ 𝛿/(1 − 𝛾), where 𝛿 is the model prediction error.
• Results: Maintain the ability to complete old objectives lacking reward signals.


