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Background & Motivation

Method Experiments

Real-world tasks offten come with safety concerns. 
Directly interacting with the real-world environment 
for safety-concerned trial-and-error incurs various 
costly actions, thus offline safe RL matters. 
Real-world datasets may contain data generated under 
diverse safety constraints, and different constraints 
may conflit with each other, thus leveraging context-
based meta RL for task identification is critical.
A safety-concerned environment is modeled as a 
Constrained Markov Decision Process (CMDP):

Performance on different benchmarksCost-aware context encoder learning:
• Distance metric learning loss for distinguishing tasks.
• Cost contrastive loss using cost model relabeling.
• Cost decoding loss to ensure informative expression.

Visualization, Generalization and Transfer

Safe in-distribution online adaptation:
• Selecting in-distribution trajectories as contexts-safe 

truncated in-distribution score

Motivated Example
Ablation Studies
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