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• Policy learned without ROMANCE ignores the emergent situation and still tries 
to assault when the attacked marauder is drawn away.

• Policy learned with ROMANCE learns to wait for the victim Marauder
• to regroup for efficient coordination.

Method
Despite of promising potential of MARL, 
lack of robustness makes it difficult to be 
applied in the real world.
To solve a robust policy, we formalize LPA-
Dec-POMDP and train a robust policy via 
evolutionary generation of attackers.

Attacker Optimization Objective:
• minimize the reward of the ego-system
• sparsity prior regularization
• JSD diversity regularization
Attacker Population Generation:
• Quality-Diversity algorithm
• customized selection and update mechanism 
Robustness Training Paradigm:
• application of any off-the-shelf MARL algorithm


