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Abstract

Training with diverse teammates is the key for
learning generalizable agents. Typical approaches
aim to generate diverse teammates by utilizing
techniques like randomization, designing regu-
larization terms, or reducing policy compatibil-
ity, etc. However, such teammates lack seman-
tic information, resulting in inefficient teammate
generation and poor adaptability of the agents.
To tackle these challenges, we propose Semanti-
cally Diverse Teammates Generation (SEMDIV),
a novel framework leveraging the capabilities of
large language models (LLMs) to discover and
learn diverse coordination behaviors at the seman-
tic level. In each iteration, SEMDIV first generates
a novel coordination behavior described in natural
language, then translates it into a reward function
to train a teammate policy. Once the policy is
verified to be meaningful, novel, and aligned with
the behavior, the agents train a policy for coordi-
nation. Through this iterative process, SEMDIV
efficiently generates a diverse set of semantically
grounded teammates, enabling agents to develop
specialized policies, and select the most suitable
ones through language-based reasoning to adapt
to unseen teammates. Experiments across four
MARL environments show that SEMDIV gener-
ates teammates covering a wide range of coordi-
nation behaviors, including those unreachable by
baseline methods. Evaluation across four environ-
ments, each with five unseen representative team-
mates, demonstrates SEMDIV’s superior coordi-
nation and adaptability. Our code is available at
https://github.com/lilh76/SemDiv.
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1. Introduction
Recently, cooperative multi-agent reinforcement learning
(MARL) has gained significant attention (Oroojlooy & Ha-
jinezhad, 2023), demonstrating promising applications in
various fields such as autonomous driving (Zhang et al.,
2024c), domain calibration (Jiang et al., 2024), and fi-
nancial trading (Huang et al., 2024). Classic MARL ap-
proaches (Lowe et al., 2017; Rashid et al., 2018; Wang et al.,
2021; Yu et al., 2022) primarily focus on training a group of
agents to cooperatively complete specific tasks and evaluate
their performance in the same setting. However, in open
multi-agent environments (Yuan et al., 2023b), agents are
often required to team up with unseen teammates exhibiting
diverse coordination behaviors. For instance, autonomous
driving agents frequently encounter human drivers with a
wide range of driving behaviors. In such scenarios, agents
trained using conventional MARL techniques may strug-
gle to coordinate effectively, as they tend to overfit to the
behaviors of their training teammates.

Training with diverse teammates is the key for learning gen-
eralizable MARL agents. To generate diverse teammates,
recent research in areas such as ad-hoc teamwork (Mirsky
et al., 2022) and zero-shot coordination (Treutlein et al.,
2021) has emerged. FCP (Strouse et al., 2021) trains team-
mates using different random seeds, while TrajeDi (Lupu
et al., 2021) and MEP (Zhao et al., 2023) introduce diver-
sity regularization terms for teammates. Other methods
like LIPO (Charakorn et al., 2023), Macop (Yuan et al.,
2023a), BRDiv (Rahman et al., 2023), and L-BRDiv (Rah-
man et al., 2024) induce diversity by reducing compatibility
among teammates or between teammates and agents. While
achieving some progress, these approaches primarily focus
on policy-level diversity, generating teammates that lack
semantic information and are not grounded into specific
coordination behaviors. This limitation results in two sig-
nificant challenges. First, the exploration of the teammate
policy space is inefficient, as teammates are driven to opti-
mize for differences at the policy-level rather than actively
discovering novel coordination behaviors at the semantic-
level. Second, agents are unable to utilize semantic informa-
tion, and limited to trial-and-error interactions for teammate
adaptation, hindering their deployment in costly tasks.
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Figure 1.An overview of the training and testing process ofSEMDIV . Left: During training,SEMDIV proposes novel coordination
behaviors in natural language and transform them into teammate policies for agent learning. Right: During testing,SEMDIV takes as
input the description of the unseen teammates and selects the optimal learned policy for coordination.

To tackle these challenges, we propose Semantically Di-
verse Teammates Generation (SEMDIV ), a novel framework
leveraging the capabilities of large language models (LLMs)
to discover and learn diverse coordination behaviors at the
semantic level, as illustrated in Figure 1.SEMDIV employs
an iterative process: in each iteration, it �rst generates a
novel coordination behavior described in natural language,
then translates it into a reward function (Xie et al., 2024; Ma
et al., 2024a) to train a teammate policy. Once the policy
is veri�ed to be capable of completing the task, distinct
from previous teammates, and aligned with the behavior,
the agents with multi-head architecture (Kessler et al., 2022;
Yuan et al., 2024) train a new policy head for coordina-
tion. Through this process,SEMDIV ef�ciently generates a
diverse set of semantically grounded teammates, enabling
agents to develop specialized policies, and select the most
suitable ones through language-based reasoning to adapt to
unseen teammates with speci�c coordination behaviors.

We conduct experiments across four MARL environments,
including Level-Based Foraging (LBF) (Papoudakis et al.,
2021), Predator-Prey (PP) (Lowe et al., 2017), StarCraft
Multi-Agent Challenge-v2 (SMACv2) (Ellis et al., 2023),
and Google Research Football (GRF) (Kurach et al., 2020).
SEMDIV successfully generates teammates with novel co-
ordination behaviors unreachable by policy-level baselines,
for example, multiple passes in GRF. Teaming up with �ve
unseen teammates with distinct and representative coordina-
tion behaviors in each of the four environments,SEMDIV 's
agents outperform the best baseline by 19% for task success
rate and 39% for the success rate of satisfying the teammates
preferred coordination behaviors. These results highlight the
capability ofSEMDIV to train adaptive agents with strong
coordination ability in open multi-agent environments.

2. Problem Formulation

In this work, we focus on cooperative MARL tasks where
agents need to coordinate with unseen and uncontrollable
teammates. This problem can be formulated as a tuple
M = hN = Nag [ N tm; S; A ; P; 
 ; O; R; 
 i by extending
the Dec-POMDP framework (Oliehoek & Amato, 2016).
Here,N is the set of all agents, divided into controllable
agentsNag = f 1; : : : ; nagg and uncontrollable teammates
N tm = f nag + 1 ; : : : ; nag + ntmg. S is the set of global
states,A = A ag � A tm =

Q
j 2N ag

A j �
Q

k2N tm
A k is the

joint action space.P : S � A ! Pr(S) is the transition
function,
 is the set of observations,O : S � N ! 
 is
the observation function,R : S � A � S ! R is the reward
function, and
 2 [0; 1) is the discount factor. At each time
stept, agenti 2 N receives an observationoi

t = O(st ; i ) 2

 and outputs an actionai

t 2 A i with policy � i (�joi ). The
joint actiona t = ( a1

t ; :::; an ag+ n tm
t ) leads to the next state

st +1 � P(�jst ; a t ) and a team rewardR(st ; a t ; st +1 ). The
objective of the controllable agents is to �nd a joint policy
� ag(�joag) =

Q
j 2N ag

� j (�joj ) that maximizes the expected

return with unknown teammates� tm =
Q

k2N tm
� k , i.e.,

E� tm [J (� ag; � tm)] = E� tm [Est ;a t [
P

t 
 t R(st ; a t ; st +1 )]].

As we aim to study teammates generation and agents coordi-
nation at the semantic-level, we consider scenarios in which
the group of teammates1 � tm provides a natural language
descriptionbprior to the execution phase. This description
outlines their preferred coordination behaviors, such as a
speci�c plan to complete the task, or the occurrence of a
particular coordination event, etc. The agents can leverage
this natural language descriptionb to adapt their individual
policies� j 2N ag, thereby aligning their actions with the co-

1For simplicity, we denote a group of teammates as “a team-
mate” hereafter when no ambiguity arises.
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Figure 2.The overall work�ow ofSEMDIV . (a) Generating coordination behavior.SEMDIV iteratively generates of semantically diverse
coordination behaviors, enabling ef�cient exploration of the teammate policy space. (b) Training aligned teammate policy. For each
coordination behavior described in natural language, a teammate policy is trained to align with that behavior. (c) Training agents. Agents
are continually trained with these teammates, developing strong coordination ability.

ordination preferences of� tm, ultimately enhancing overall
team coordination and task performance.

3. Method

This section introducesSEMDIV (Figure 2), a novel frame-
work that leverages LLMs to ef�ciently generate semanti-
cally diverse teammates, and train agents with strong coordi-
nation ability.SEMDIV begins with the iterative generation
of semantically diverse coordination behaviors, enabling
ef�cient exploration of the teammate policy space (Sec-
tion 3.1). For each coordination behavior described in natu-
ral language, a teammate policy is trained to align with that
behavior (Section 3.2). Simultaneously, agents are continu-
ally trained with these teammates, enabling them to develop
strong coordination ability and adapt ef�ciently to unseen
teammates during execution (Section 3.3).

3.1. Iterative Generation of Semantically Diverse
Coordination Behaviors

To derive semantically diverse teammates in a cooperative
MARL task,SEMDIV �rst leverages an LLM to iteratively
generate a diverse set of plausible coordination behaviors
described in natural language.

Concretely, letPn � 1 = f (bm ; � tm
m ; I m )gn � 1

m =1 denote the set
of teammates generated in the previousn � 1 iterations,
where each tuple(bm ; � tm

m ; I m ) consists of a behaviorbm ,
its corresponding policy� tm

m , and a boolean valueI m in-
dicating whether the teammate is valid (I m = True ) or
not (I m = False ). In thenth iteration, the LLM behavior
generator takes a task descriptiondesc and an instruction
inst as prompts. The descriptiondesc includes the basic
information about the environment, the agents, and the task

they need to complete. The instructioninst is a simple
sentence like “come up with a possible and concrete coor-
dination behavior”. When n > 1, to ensure novelty and
diversity in each iteration, the prompt also includes previ-
ous behaviorsB = f bm 2 f b1; : : : ; bn � 1g j I m = True g,
with explicit instructions ininst for the LLM to avoid
replicating these behaviors while proposing a new one. Fur-
thermore, to ensure meaningful diversity in the generated
teammates,SEMDIV incorporates a feedback mechanism to
re�ne the behavior generation process. Speci�cally, when a
pair of policies� tm

m ; � tm
m 06= m 2 P n � 1 are similar with each

other, this informationinfo sim is fed back into the LLM
prompt. For example, in a navigation task, different behav-
iors such as “move to point A” and “move to coordinate
(3; 4)” might produce similar policies if point A is close to
(3; 4). By identifying such redundancies, a process elabo-
rated later, the LLM gains a deeper understanding of the
coordination task. This grounding feedback enablesSEM-
DIV to iteratively generate coordination behavior-policy
pairs that are diverse at both semantic and policy levels,
enhancing exploration of the policy space. The full prompts
for the LLM behavior generator are in Appendix F.2.

Next, the LLM behavior generator utilizes the prompt
p = [ desc ; inst ; B; info sim ], along with its internal
knowledge, to output a new concrete behaviorbn in nat-
ural language. This behavior is then used to generate a
corresponding policy� tm

n . If � tm
n demonstrates the intended

behaviorbn , is different from previous policies inPn � 1, and
completes the task,I n is set toTrue . Otherwise,I n is set to
False . Then,Pn = Pn � 1 [f (bn ; � tm

n ; I n )g. This iterative
process continues until a suf�cient number of valid team-
mates are generated, fostering the development of agents
with strong coordination capabilities.
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3.2. Grounded Generation of Each Single Teammate

This section describes howSEMDIV generates a teammate
policy that aligns with a speci�ed coordination behavior and
completes the MARL task, while ensuring that the teammate
policy is distinct from previously generated ones.

Prompts to Reward Functions Within each iteration,
given a coordination behaviorbm , SEMDIV uses an LLM
to generate a corresponding reward functionR̂m : S � A �
S ! R as an executable program. Similar to the behavior
generator, the LLM reward generator takes the task descrip-
tion, an instruction, and feedback information as prompts.
The task description must include basic callable attributes
and APIs to ground the reward function in the task envi-
ronment. For instance, in a 3D navigation task, attributes
like agent1 position: np.ndarray[(3,)] and
APIs like distance calculation functions should be provided.
The instruction is a sentence like “write a reward function
that formats as `def reward(self)! �oat' and aligns with
the coordination behaviorf bm g”. However, with only the
task description and instruction, the generated reward may
not be able to train a valid teammate for several issues: (i)
The reward function is not executable, e.g., it calls an unde-
�ned attribute. (ii) The teammate fails to complete the task
after training with this reward function. (iii) The return of
the reward function remains nearly constant during training,
indicating that it's non-functional. (iv) The teammate does
not demonstrate the intended coordination behaviorbm . (v)
The teammate is similar to previously generated ones.

To address these issues,SEMDIV incorporates the above
critical grounding feedback into subsequent prompts to it-
eratively re�ne the reward function. This iterative process
continues until either a valid teammate policy� tm

m is learned
or the maximum number of attempts is reached. A valid
policy is one that satis�es all veri�cation criteria (described
below), at which point the tuple(bm ; � tm

m ; True ) is added
to Pm � 1. If the maximum number of attempts is reached,
(bm ; � tm

m = null ; False ) is added instead. The prompts
for this LLM reward generator are in Appendix F.3.

Reward Functions to Policies Given an executable re-
ward functionR̂m , SEMDIV incorporates it into the environ-
ment code and leverages an off-the-shelf cooperative MARL
algorithm to train the teammate policy� tm

m . The training
objective is to maximize the self-play return de�ned as:

J ( ~� tm
m ; � tm

m ) = Est ;a t

"
X

t


 t (� 1r t + � 2 r̂ m
t )

#

; (1)

where~� tm
m is the complementary policy of� tm

m , which con-
trols agentsNag. It outputs actions(a1

t ; :::; an ag
t ), which

are combined with the actions(an ag+1
t ; : : : ; an ag+ n tm

t ) out-
put by � tm

m to form the joint actiona t . Rewards are com-

puted as the sum of two components: the task-speci�c
reward r t = R(st ; a t ; st +1 ) and the generated reward
r̂ m

t = R̂m (st ; a t ; st +1 ). For the weighting factors,� 1 = 1 ,
� 2 decays from 1 to 0 over the course of training. This
decay ensures that� tm

m learns to complete the task.

Policy Veri�cation After training � tm
m , SEMDIV veri-

�es its validity. First, it evaluates( ~� tm
m ; � tm

m ) for multiple
episodes to compute returns forr t andr̂ m

t , checking issues
(ii) failure to complete the task, and (iii) non-functional re-
wards. For issue (iv),SEMDIV extracts the main information
in these episodes, transforms it into natural language, and
uses an LLM to con�rm that� tm

m demonstrates the intended
coordination behaviorbm . For issue (v), we assume a joint
agent policy� ag that can effectively coordinate with all pre-
vious teammates� m � 1 = f � tm

j 2 P m � 1 j I j = True g,
which will be elaborated in the next section. To con�rm
that� tm

m is distinct from� m � 1, we follow (Charakorn et al.,
2023) and check whether the following condition holds:

J (� ag; � tm
j ) � J (� ag; � tm

m )

jJ (� ag; � tm
j )j

> �; (2)

for all � tm
j 2 � m � 1, under con�gurations� 1 = 1 ; � 2 = 0

and� 1 = 0 ; � 2 = 1 , where� > 0 is a prede�ned threshold.
If this condition is satis�ed,� tm

m is con�rmed to be distinct,
as � ag cannot effectively coordinate with it. Otherwise,
similarity information is recorded and provided as feedback
to the LLM behavior generator, as described in Section 3.1.
This veri�cation process ensures the quality and diversity of
each generated teammate. The prompts used for behavior-
policy alignment veri�cation are detailed in Appendix F.4.

3.3. Continual Learning and Execution of the
Coordinating Agents

The goal ofSEMDIV is to derive a joint agent policy� ag

that can effectively coordinate with both self-generated and
unseen teammates based on natural language descriptions
of their coordination behaviors. As the coordination be-
haviors of different teammates may vary signi�cantly or
even con�ict with each other, it can be challenging to train
a single policy network that coordinates effectively with
all teammates. Additionally, when training with a newly
generated teammate, the agent's policy may lose the ability
to coordinate with previous ones due to network parameter
updates, i.e., catastrophic forgetting.

To address these challenges,SEMDIV adopts a multi-head
network architecture (Kessler et al., 2022; Yuan et al., 2024)
and empowers the agents with continual learning ability.
For each individual agent� i 2N ag, the policy network is de-
composed into a feature extractorf � i and multiple policy
headsf h i;j gn

j =1 , wheren = jf � tm
1 ; : : : ; � tm

n gj represents
the number of valid teammates generated up to thenth it-
eration. For simplicity, we ignore invalid teammates and
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assume all teammates inPn are valid (I m = True ) in
this part. For a new generated teammate� tm

n +1 trained by
rewardr̂ n +1 to demonstrate behaviorbn +1 , SEMDIV �rst
instantiates a new policy headh i;n +1 for the agent's co-
ordination with this new teammate. The joint agent policy
� ag =

Q
i 2N ag

� i =
Q

i 2N ag
f � i � h i;n +1 is then trained to

coordinate with� tm
n +1 by maximizing the objective:

J (� ag; � tm
n +1 ) = Est ;a t

"
X

t


 t �
r t + � 2 r̂ n +1

t

�
#

; (3)

where� 2 is the same decaying factor with the one used in
Equation (1). Different checkpoints of� tm

n +1 are utilized for
sampling to improve generalization. During training, the
policy headsf h i;j gn

j =1 remain �xed, and gradients only
propagate throughf � i and the new headh i;n +1 . Since the
feature extractorsf � i are already well-trained to capture the
common features of the task,� ag can quickly adapt to new
teammates. However,� ag may lose the coordinate ability
with previous teammates iff � i updates dramatically, i.e.,
catastrophic forgetting. So,SEMDIV applies a regulariza-
tion term to constrain the update, forming the �nal objective
for training the joint agent policy:

max
� i ; i;n +1

i 2N ag

J (� ag; � tm
n +1 ) � �

1
jN agj

X

i 2N ag

jj � i � �� i jjp; (4)

whereJ is the objective de�ned in Equation (3),� is a
hyperparameter,�� i is the snapshot of parameters� i after
training with the last teammate� tm

n , andjj � jj p represents
thelp norm. This learning framework effectively balances
the need to adapt to new teammates while preserving the
ability to coordinate with previous ones. It has excellent
scalability as the number of diverse teammates increases
during training. Once the training process is complete,SEM-
DIV produces a joint agent policy� ag with a set of policy
headsf h i;j g, each tailored to coordinate with a class of
teammates exhibiting a speci�c coordination behaviorbj . It
is worth noting that, the agents are equipped with contin-
ual learning ability to adapt to future teammates that may
appear after this training process, showcasing potential for
online real-world applications.

During the execution phase, the agents need to coordinate
with an unseen teammate� tm with coordination behaviorb
described in natural language.SEMDIV utilizes an LLM to
select the optimal policy head for the agents before rollout.
This LLM selector takes the task description, learned behav-
iors f bj j I j = True g, behaviorb, and an instruction as
prompts. The instruction is a sentence like “select the policy
that can best coordinate with the teammate”. Then, the
LLM outputs the indexk of the selected headh i;k . Finally,
each individual agenti uses� i = f � i � h i;k to effectively
coordinate with teammate� tm. This approach enables the
agents to adapt to the teammate through language-based

reasoning, avoiding the need for trial-and-error interactions
and signi�cantly improving ef�ciency. The prompts for this
LLM are provided in Appendix F.5.

4. Experiments

In this section, we conduct a series of experiments to ad-
dress the following questions: (1) CanSEMDIV effectively
coordinate with unseen teammates who provide descriptions
of their coordination behaviors (Section 4.2)? (2) How does
SEMDIV operate in detail during a single run (Section 4.3)?
(3) Can baselines achieve the performance ofSEMDIV by
increasing the population size (Section 4.4)?

4.1. Environments, Teammates, and Baselines

We evaluateSEMDIV and baseline methods across four
classic multi-agent coordination environments. The �rst is
Level-Based Foraging (LBF)(Papoudakis et al., 2021), a
grid-world scenario where agents coordinate to collect food
items together. Next, we introduce a modi�ed version of
thePredator-Prey (PP)(Lowe et al., 2017) environment,
incorporating two prey types to enhance complexity. We
then conduct experiments using theStarCraft Multi-Agent
Challenge-v2 (SMACv2)(Ellis et al., 2023), which tasks
agents with controlling StarCraft units to defeat enemies
controlled by the game's built-in AI. SMACv2 improves
upon SMAC (Samvelyan et al., 2019) by introducing fea-
tures like randomized start positions, making it signi�cantly
more challenging. Finally, we test inGoogle Research
Football (GRF) (Kurach et al., 2020), where agents con-
trol football players aiming to score through diverse tactics.
Detailed introduction are provided in Appendix D.1.

In each environment, we train �ve teammates exhibiting
distinct and representative coordination behaviors. For ex-
ample, in GRF, we train teammates that prefer scoring after
completing one or two passes. These teammates, along
with their behavior descriptions, remain entirely unknown
to the tested methods during training, ensuring an unbiased
performance evaluation. To assess whether agents can effec-
tively coordinate with these teammates to complete tasks,
we measure the task success rates, denoted as R1. Addi-
tionally, we evaluate the success rate of agents in satisfying
the teammates' preferred coordination behaviors, denoted
as R2. Detailed introduction of the testing teammates are
illustrated in Appendix D.2.

Next, we present the implementation details ofSEMDIV

and the baselines for comparison. In our experiments, we
employ GPT-4o as the LLM2. For MARL algorithms, we
utilize MAPPO (Yu et al., 2022) for GRF and VDN (Sune-
hag et al., 2018) for other environments. We �rst compare

2We use thegpt-4o-2024-08-06 model via APIs at
https://platform.openai.com/docs/guides/gpt .
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Table 1.Coordination performance (mean� std) with unseen teammates across four environments. “R1” and “R2” represent the success
rates of task completion and agents satisfying the teammates preferred coordination behaviors, respectively. The best result in each
column, excluding performance upper bounds of SEMDIV (denoted in gray), is highlighted inbold.

Methods
LBF PP SMACv2 GRF Average

R1 R2 R1 R2 R1 R2 R1 R2 R1 R2

Oracle 1:00 1:00 0:91 0:90 0:94 0:93 0:95 0:95 0:95 0:95

SEMDIV 0:900:900:90 � 0:050:050:05 0:900:900:90 � 0:050:050:05 0:720:720:72 � 0:030:030:03 0:540:540:54 � 0:100:100:10 0:650:650:65 � 0:020:020:02 0:640:640:64 � 0:020:020:02 0:670:670:67 � 0:080:080:08 0:620:620:62 � 0:070:070:07 0:740:740:74 0:680:680:68
SEMDIV -Dist 0:45 � 0:14 0:45 � 0:14 0:51 � 0:03 0:28 � 0:05 0:24 � 0:08 0:23 � 0:08 0:47 � 0:20 0:37 � 0:16 0:42 0:33
SEMDIV -R1 0:91 � 0:04 0:91 � 0:04 0:76 � 0:01 0:53 � 0:04 0:70 � 0:00 0:69 � 0:01 0:88 � 0:06 0:62 � 0:08 0:81 0:69
SEMDIV -R2 0:91 � 0:04 0:91 � 0:04 0:74 � 0:01 0:58 � 0:06 0:70 � 0:00 0:69 � 0:01 0:78 � 0:08 0:73 � 0:05 0:78 0:73
Macop-R1 0:82 � 0:10 0:81 � 0:11 0:58 � 0:02 0:23 � 0:00 0:48 � 0:03 0:45 � 0:03 0:59 � 0:15 0:44 � 0:04 0:62 0:48
Macop-R2 0:82 � 0:10 0:81 � 0:11 0:54 � 0:01 0:25 � 0:00 0:47 � 0:03 0:45 � 0:03 0:56 � 0:15 0:45 � 0:03 0:60 0:49

SEMDIV -PBT 0:64 � 0:02 0:64 � 0:02 0:70 � 0:01 0:31 � 0:01 0:61 � 0:01 0:61 � 0:01 0:57 � 0:30 0:39 � 0:12 0:63 0:49
Macop-PBT 0:61 � 0:00 0:60 � 0:02 0:720:720:72 � 0:030:030:03 0:33 � 0:03 0:56 � 0:04 0:54 � 0:03 0:49 � 0:24 0:35 � 0:10 0:60 0:46

FCP 0:46 � 0:22 0:43 � 0:20 0:57 � 0:23 0:21 � 0:15 0:40 � 0:05 0:37 � 0:06 0:50 � 0:25 0:36 � 0:12 0:48 0:34
MEP 0:57 � 0:08 0:56 � 0:08 0:70 � 0:01 0:31 � 0:01 0:55 � 0:04 0:47 � 0:02 0:50 � 0:26 0:35 � 0:14 0:58 0:42
LIPO 0:54 � 0:00 0:51 � 0:02 0:69 � 0:02 0:31 � 0:01 0:45 � 0:10 0:38 � 0:06 0:51 � 0:25 0:37 � 0:12 0:55 0:39

LLM-Agent 0:88 � 0:05 0:88 � 0:05 0:71 � 0:09 0:53 � 0:08 0:35 � 0:10 0:35 � 0:10 0:14 � 0:09 0:12 � 0:09 0:52 0:47

SEMDIV with classic two-stage population-based training
(PBT) methods that induce diversity at the policy level, in-
cluding FCP (Strouse et al., 2021), MEP (Zhao et al., 2023),
and LIPO (Charakorn et al., 2023). These methods train a
population of diverse teammates using different techniques
in the �rst stage, and use them to train agents in the sec-
ond stage. Then, we compareSEMDIV with Macop (Yuan
et al., 2023a), which employs an iterative process similar
to SEMDIV but generates new teammates by minimizing
compatibility with agents. For a fair comparison, we derive
a total of 6 teammates and extract their three checkpoints:
the initial, middle, and �nal stages of training (Strouse et al.,
2021). This results in 3 checkpoints per teammate and a total
of 18 teammate policies for agent training across all meth-
ods. To analyze the quality of the generated teammates and
the impact of the multi-head architecture, we use the team-
mates ofSEMDIV and Macop as the �rst-stage teammates
in PBT methods, denoted asf SEMDIV , Macopg-PBT. To in-
vestigate the head selection module, we includef SEMDIV ,
Macopg-R1 and -R2, which report the results of the heads
with the highest R1 or R2 values, serving as upper bounds.
Additionally, we introduceSEMDIV -Dist, an ablation of
SEMDIV that selects heads based on the distance between
embeddings of behavior descriptions, computed using a T5-
XL model (Chung et al., 2024). SinceSEMDIV combines
the strengths of MARL and LLMs, we also include a base-
line LLM-Agent that uses LLM only, to assess the necessity
of MARL. All methods are evaluated over three random
seeds. Finally, we report the self-play performance of test-
ing teammates as upper bounds (Oracle). Further details for
SEMDIV and the baselines are in Appendix B and C.

4.2. Competitive Results

In this section, we present the overall results ofSEMDIV ,
its ablations, and the baseline methods when coordinat-
ing with unseen teammates across four environments. As
shown in Table 1, the classic method FCP demonstrates
poor performance, due to its limited ability to generate
suf�ciently diverse teammates. In contrast, methods that
incorporate additional diversity objectives, such as MEP
and LIPO, show improved performance, highlighting the
importance of fostering distinct coordination behaviors that
cannot be captured by simply training with varied seeds.
However, all these two-stage PBT methods exhibit limited
coordination ability. When we replace the �rst-stage team-
mates with those generated bySEMDIV or Macop (*-PBT),
performance improves signi�cantly, suggesting that the two-
stage framework struggles to generate suf�ciently diverse
teammates without considering the agents. Among these
PBT methods,SEMDIV -PBT achieves the best results (see
the third block of the table), demonstrating thatSEMDIV

generates teammates with superior quality and diversity.

Further analysis reveals that a single policy network is insuf-
�cient to effectively adapt to all distinct teammates, i.e., the
multi-modality issue. The multi-head versions ofSEMDIV

and Macop (second table block) outperform their PBT coun-
terparts, indicating that multi-head architecture can address
this issue. Next,SEMDIV consistently outperforms all base-
lines, demonstrating the effectiveness of its semantically
diverse teammate generation. In the multi-head settings,
SEMDIV leverages an LLM to understand the behaviors
and coordination tasks, thus selecting matched policy heads.
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Figure 3.A case study in the GRF environment. (a) Learning curves of the teammate and the agent in the �rst iteration ofSEMDIV .
(b) An episode where the �rst generated teammate successfully scores a goal and demonstrates the desired coordination behavior. (c)
Trajectories visualization of the 12 teammates generated by SEMDIV and FCP.

It achieves results comparable to the upper bounds of -R1
and -R2, and outperforms the best baseline Macop by 19%
for R1 and 39% for R2. In contrast,SEMDIV -Dist selects
heads based on embedding distances between behavior de-
scriptions, and shows signi�cant performance degradation,
indicating that language embedding similarity alone is in-
suf�cient to address the complex task of head selection.
Although SEMDIV still falls short of the Oracle baseline,
we can bridge the gap by generating more teammates or
incorporating additional diversity objectives.

Additionally, while LLM-Agent performs comparably to
SEMDIV in simpler tasks such as LBF and PP, it experi-
ences a severe performance degradation in more complex
environments, highlighting the necessity of incorporating
task-speci�c reinforcement learning for successful multi-
agent coordination. More experimental results, including
performance of each testing teammate, are in Appendix E.

4.3. Case Study

To illustrate the functionality ofSEMDIV in detail, we
present a case study that demonstrates the teammate genera-
tion process, agent training, and evaluation with an unseen
teammate during a single run in the GRF environment.

At the beginning, the LLM behavior generator takes the
designed prompt as input, and outputs a possible coordina-
tion behavior:execute one pass before taking a shot at the
goal. Based on this behavior and the context of the football
game, the LLM reward generator outputs the corresponding
reward function in Python:

def reward1(self) -> float:
# Check if the score event happens at this step
if self.score:

# Check if there is exactly one pass in the history
if len(self.pass_history) == 1:

# Check if the pass is between the two players
# ... (Codes omitted for clarity)
# Large reward to reinforce the desired behavior

return 100.0
# Default return, no extra reward in other cases
return 0.0

The generated function correctly utilizes the provided envi-
ronment attributes to encourage the teammate to learn the
speci�ed passing tactic. The inclusion of well-documented
comments enhances the reward's interpretability. This func-
tion is then incorporated into the reward wrapper class. Sub-
sequently,SEMDIV applies the MAPPO (Yu et al., 2022)
algorithm to train the teammates to maximize both the task
reward and the generated reward, as de�ned in Equation (1).
The training results are shown in Figure 3(a). Upon com-
pleting training,SEMDIV veri�es the validity of the learned
teammate policy. First, as shown in the learning curves,
at the early stage of training, the teammate occasionally
scores goals without completing the desired passing behav-
ior, leading to a discrepancy between the blue and green
curves. As training goes, the teammate successfully learns
to score while maximizing the generated reward. Second,
trajectory data is extracted and translated into natural lan-
guage, producing a summary:“In this episode, Johnson
passed to Turing, and �nally successfully scored a goal. The
player who scored the goal is Turing� � � ” Based on this
summary, an LLM con�rms that the policy aligns with the
intended coordination behavior. Key steps of this episode
are visualized in Figure 3(b). Third, the similarity check
is skipped as this is the �rst teammate. This coordination
behavior and its corresponding teammate policy are thus
validated as suitable for training the agent.

Next, SEMDIV creates a new policy head for the agent,
and trains it to coordinate with this teammate, as de�ned in
Equation (4). For this initial teammate, the regularization
coef�cient � is set to0. The agent ef�ciently learns to
score goals with the teammate while executing the intended
passing tactic, resulting in rapidly rising and overlapping
learning curves shown in red and orange. This process is
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Figure 4.Coordination performance with testing teammates when
agents train with various numbers of generated teammates.

repeated iteratively until the agent is trained with six distinct
valid teammates.

To assess the impact of the semantic-level exploration tech-
nique on enhancing diversity among teammate policies, we
visualize the generated trajectories. Speci�cally, we col-
lect 100 trajectories for each of the six valid teammates,
totaling 600 trajectories. For comparison, we also gather
an equivalent dataset from six teammates generated dur-
ing a run using FCP (Strouse et al., 2021). From these
trajectories, we extract those that result in a goal, convert
them into vector representations, and apply t-SNE (Van der
Maaten & Hinton, 2008) for visualization. As shown in
Figure 3(c), the projection ofSEMDIV exhibits a broader
and more dispersed coverage compared to FCP (highlighted
in circles). This con�rms that semantic-level exploration
signi�cantly enhances the coverage of the teammate policy
space, ultimately enhancing the agent's coordination.

Finally, the agent is evaluated with an unseen teammate. For
example, a teammate joins the team as Turing, the player at
the center. Our agent controls the other player, Johnson, and
needs to coordinate with Turing. Before the game begins,
Turing describes his/her desired coordination behavior:“I
prefer to score myself.”The LLM head selector takes the
task description, Turing's desired behavior, and behaviors
the agent have learned, as inputs. It inferences that“This
policy (the one described above) ful�lls Turing's desire to
score, as it allows him to set up for a shot after receiving
a pass.”, and selects the optimal head. Equipped with the
selected head, the team achieves an88%scoring rate with
the teammate, with all goals scored by Turing. This case
study highlights the effectiveness ofSEMDIV in generating
diverse teammate policies, enabling ef�cient coordination
even with unseen teammates.

4.4. The Impact of the Number of Teammates

One of the key factors affecting performance is the number
of teammates with whom the agents train. To investigate its

impact, we runSEMDIV , its variantSEMDIV -PBT, and the
baseline FCP with different numbers of training teammates,
and assess the agents' performance with the testing team-
mates. As shown in Figure 4, when training with only one
teammate, these methods degenerate to the same setting,
showing almost identical performance. As the number of
teammates increases,SEMDIV -PBT outperforms FCP with
the same number of training teammates, achieving compa-
rable or even superior results to FCP with a signi�cantly
larger number of 48 teammates. This demonstrates that
generating semantically diverse teammates not only enables
more ef�cient exploration of the teammate policy space but
also facilitates the discovery of coordination behaviors that
policy-level exploration alone cannot cover. For instance,
in the GRF environment, we observe that FCP and other
baselines fail to discover complex tactics that pass multiple
times. Furthermore, with its multi-head architecture,SEM-
DIV scales more effectively with the number of teammates,
achieving signi�cantly better performance thanSEMDIV -
PBT. This highlights the importance of a specialized design
that allows for rapid adaptation to unseen teammates.

5. Related Work

In open multi-agent environments, the important factors of
the environment or the multi-agent system may change un-
expectedly (Yuan et al., 2023b). To handle the change of
teammates, recent research in areas such as ad-hoc team-
work (Mirsky et al., 2022) and zero-shot coordination (Treut-
lein et al., 2021) has emerged. This line of work includes
training paradigm design (Hu et al., 2020; Strouse et al.,
2021), diverse teammates generation (Lupu et al., 2021;
Zhao et al., 2023; Charakorn et al., 2023; Yuan et al., 2023a;
Rahman et al., 2023; 2024), investigation of human bias (Yu
et al., 2023a), goal deduction (Zhang et al., 2024d), and
policy co-evolution for heterogeneous settings (Xue et al.,
2024). Researchers also develop benchmarks (Wang et al.,
2024a) to evaluate these methods. This paper further delves
into this line of work utilizing the power of LLMs to en-
hance teammates' semantic diversity.

LLMs have recently gained signi�cant attention in multi-
agent tasks due to their advanced capabilities in natural
language processing and planning (Guo et al., 2024). One
line of work utilize LLMs for language agents communi-
cation (Park et al., 2023; Guan et al., 2024; Zhang et al.,
2024b; Li et al., 2023a; Du et al., 2024; Wang et al., 2024b).
Some other works utilize LLMs as multi-agent task planners,
which can be classi�ed into several key areas, including
MARL subgoal generation (Li et al., 2023b), multi-agent
path �nding (Chen et al., 2024a), and multi-robot task plan-
ning (Liu et al., 2024b; Chang et al., 2024). Despite these
advancements, LLMs still face challenges in handling low-
level coordination in multi-agent settings. Rather than di-
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rectly deploying LLMs as coordinating agents, we leverage
their capabilities to generate diverse teammates and adapt-
ing policies, thereby combining the strengths of LLMs with
MARL. We discuss more related work in Appendix A.

6. Final Remarks

We propose a novel framework of LLM-assisted Semanti-
cally Diverse Teammates Generation (SEMDIV ) for ef�cient
multi-agent coordination. The framework utilizes LLMs to
discover diverse coordination behaviors described in natural
language, facilitating the training of teammate policies align-
ing with these behaviors. Agents train with these teammates
in a continual learning process, developing policies tailored
to the coordination behaviors and enabling rapid adapta-
tion to testing teammates. Empirical results across various
environments and with unseen teammates provide strong
evidence ofSEMDIV 's effectiveness. Looking ahead, as
more advanced MARL techniques and LLMs emerge with
enhanced performance,SEMDIV has the potential to further
improve agent generalization in complex real-world coordi-
nation scenarios, such as embodied multi-agent tasks (Liu
et al., 2024c) for real-world applications.
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A. More Related Work

Cooperative Multi-Agent Reinforcement Learning (MARL) Many real-world problems, particularly those that are
large-scale and complex, are inherently suited to be modeled as multi-agent systems (MASs) rather than single-agent systems
due to their ef�ciency and practicality in addressing intricate challenges (Dorri et al., 2018). Multi-agent reinforcement
learning (MARL) (Zhang et al., 2021) has emerged as a powerful framework for tackling these problems, leveraging
the problem-solving capabilities of deep reinforcement learning (Wang et al., 2022). When agents within a MAS share
common objectives, the problem falls under the category of cooperative MARL (Oroojlooy & Hajinezhad, 2023), which
has demonstrated signi�cant success across diverse domains such as autonomous driving (Zhang et al., 2024c), domain
calibration (Jiang et al., 2024), and �nancial trading (Huang et al., 2024). Recent advancements in MARL have introduced
a variety of approaches to improve agent coordination. These include policy-based methods such as MADDPG (Lowe
et al., 2017) and MAPPO (Yu et al., 2022), value-based techniques like VDN (Sunehag et al., 2018) and QMIX (Rashid
et al., 2018), as well as innovative approaches leveraging architectures such as the transformer (Wen et al., 2022). These
methods have demonstrated exceptional coordination capabilities in diverse tasks, including SMAC (Samvelyan et al., 2019)
and GRF (Kurach et al., 2020). In this paper, our method focuses on enhancing the generalization abilities of coordinating
agents, aiming to improve their adaptability and performance across a wider range of potential teammates.

Large Language Models (LLMs) for RL The integration of large language models (LLMs) into reinforcement learning
(RL) has emerged as a promising research direction (Cao et al., 2024), leveraging the rich semantic understanding and
generalization capabilities of LLMs to enhance decision-making processes. Recent studies have explored the use of LLMs
for tasks such as processing and translating task information (Paischer et al., 2022; Choi et al., 2023; Pang et al., 2023;
Spiegel et al., 2024), to reduce the burden of network updates. Another line of work utilizes LLMs as reward generator (Carta
et al., 2022; Kwon et al., 2023; Wu et al., 2023; Yu et al., 2023b; Du et al., 2023) to guide RL algorithms. Speci�cally,
some approaches (Xie et al., 2024; Ma et al., 2024a;b) explicitly generate executable codes as reward functions. LLMs
are also utilized as world models (Pang et al., 2024; Chen et al., 2024b; Lin et al., 2024; Zhang et al., 2024a) as they are
trained with rich real-world context, enhancing the sample ef�ciency of RL. In our work, we mainly utilize LLMs to propose
coordination behaviors described in natural language, reward generation, and behavior-trajectory alignment veri�cation.

B. Implementation Details ofSEMDIV

In this section, we present the implementation details ofSEMDIV . Thegpt-4o-2024-08-06 model is utilized as the
LLM. For MARL algorithms, we employ VDN (Sunehag et al., 2018) for the LBF, PP, and SMACv2 environments, and
MAPPO (Yu et al., 2022) for GRF. Speci�cally, our VDN implementation is based on the PyMARL codebase (Samvelyan
et al., 2019)3. We adopt parameter sharing in the agent network architecture. The feature extractorf i

� is designed as a
3-layer MLP followed by a GRU (Cho et al., 2014), while the policy headh i is a 3-layer MLP. Both the MLP and GRU
have a hidden dimension of 64. The policy head processes the feature extractor's output to generate Q-values for all actions,
which are subsequently aggregated by summing individual agents' Q-values to compute the joint Q-value. The architecture
for teammate networks mirrors this design, differing only in having a single policy head. For MAPPO, we build upon
the HARL codebase (Liu et al., 2024a)4. Unlike VDN, parameter sharing is not applied by default settings. For the actor
networks, the �nal two-layer MLP serves as the policy head, and the remaining components form the feature extractor. The
critic networks are left unmodi�ed. A single run ofSEMDIV incurs a cost of approximately$0.10 for OpenAI APIs and
$300 for the full project.

We use the default hyperparameter settings of PyMARL and HARL, e.g., the learning rates of the algorithms. The selection
of the special hyperparameters introduced in this paper, e.g., the training steps for each teammate, is listed in Table 2.

C. Implementation Details of Baselines

We �rst compareSEMDIV with classic two-stage population-based training (PBT) methods, which train a population of
teammates using different techniques in the �rst stage, and use them to train agents in the second stage.FCP (Strouse et al.,
2021) �rst trains a population of teammate policies using different random seeds independently. Then, it trains the agents by
pairing them with three checkpoints of each teammate: the initial, middle, and �nal stages of training. In our implementation,

3https://github.com/oxwhirl/pymarl
4https://github.com/PKU-MARL/HARL
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Table 2.Hyperparameters in the experiments.

Hyperparameter Value

Training steps for one teammate 105 (LBF), 5 � 105 (PP),106 (SMACv2),107 (GRF)
Number of teammates trained with agents 6

Training steps for agents with one teammate 3 � 105 (LBF), 5 � 105 (PP),106 (SMACv2),107 (GRF)
Threshold for teammate performance veri�cation 0.3 (LBF, PP), 0.5 (SMACv2, GRF)

Maximum attempts for generating a teammate policy 2
Threshold� for teammate novelty veri�cation in Equation (2) 0.2

Coef�cient � for regularizing feature extractors in Equation (4) 500

Figure 5.Environments used in this paper. (a) Level-based Foraging (LBF) (Papoudakis et al., 2021). (b) Predator-Prey (PP) (Lowe et al.,
2017). (c) StarCraft Multi-Agent Challenge-v2 (SMACv2) (Ellis et al., 2023). (d) Google Research Football (GRF) (Kurach et al., 2020).

we set the population size as 6, and train the teammates and agents until convergence. Based on FCP,MEP (Zhao et al., 2023)
applies a entropy termH(�� (� j st )) when training the population, where�� (aaat j st ) = 1

n

P n
i =1 � i (at j st ). LIPO (Charakorn

et al., 2023) replaces this term withJLIPO = �
P

i 6= j J (� i
tm; � j

tm). We set the weights for these optimization terms as
0.001 across all environments. The rest implementation of MEP and LIPO remains the same as FCP. During execution,
these methods directly deploy the only agent policy for coordination, without explicit adaptation process. While two-stage
methods generate teammates before training agents, another baselineMacop (Yuan et al., 2023a) adopts an agents-centric
paradigm, where it alternatively generates new teammates and trains the multi-head agents, inducing diversity by reducing
the compatibilityJ (� ag; � tm) between the teammates and the current agents. To select the policy heads for execution,
Macop must collect multiple episodes to gather adequate information, hindering its deployment in costly tasks. In our
experiments, we report Macop's results of the heads that maximize the R1 or R2 values. SinceSEMDIV combines the
strengths of MARL and LLMs, we also include a baseline LLM-Agent that directly uses an LLM as the policy, to assess the
necessity of MARL. The prompts for this LLM are provided in Appendix F.6.

D. Experiment Details

In this section, we provide more details about the experiments, including the environments and the unseen testing teammates.

D.1. Environments

We use four classic cooperative MARL environments with diverse coordination behaviors, as shown in Figure 5.

Level-based Foraging (LBF)(Papoudakis et al., 2021) is a discrete game where agents of varying levels navigate a grid to
collect foods with corresponding levels. Each agent moves one cell at a time in one of the four cardinal directions:f up,
left, down, rightg. Agents are rewarded with 1 when they are positioned one cell away from a food item and the sum of
their levels matches or exceeds the food's level. In this work, we use a6 � 6 grid-world setup with four level-2 foods
located at(0; 0), (0; 5), (5; 0), and(5; 5). Two level-1 agents are randomly spawned at cellsf (2, 2), (2, 3), (3, 2), (3, 3)g.
An episode terminates when agents collect one food or after nine steps. Coordination is essential as agents must observe
their teammate's preferences and collaborate to collect the foods.

Predator-Prey (PP)is a widely-used benchmark from the Multiagent Particle Environment (MPE) (Lowe et al., 2017),
where predators and prey are represented as circles on a 2D plane. Agents controlling predators can accelerate in one of four

14


