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1. Background: Learnware Paradigm
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Reduced Kernel Mean Embedding (RKME) specification [Zhou and Tan, 2024]
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2. Contribution
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3. Evolvable Learnware Specification 4. Learnware Identification

Evolvable learnware specification (RKME, L) The objective for learnware identification
* Loss vector Ly € R, L¢ . denotes the loss of the model f on the c-th » User data: {x,,i},-4 sampled from D, with the ground-truth function h,,.

RKME R. = {(Be¢.j, Zc.i) j=1 fu= argmin Lp. (f, hy) = argmin Egop. [ (f(), hy(z))]
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* Challenge-2: Avoid traversing the market

R, N Solution for learnware performance estimation on user task
R4 R3 : : :
. . ) Assume ¢ obeys the triangle inequality and for all ¢ € [C], m. = m,n. =n. Let £ ¢ : x — L (f(x), f'(x)) € Hk,
Challenge for calculating L¢ specification and suppose ||(f /|, < U,Vf, f' € F. Then, with probability at least 1 — (6 € (0,1)), for all w € A® and
. . . o . f € F, the following holds: Approximate user task interactively by RKMEs
* Inefficiency arises from the increasing high dimensions of Lg . 7
specification as the market continuously grows up. Lo, (f.ha) Sw Ly +U|lfip, = > wefip L0 (m—% I =t L mu—%) + constant,
‘/ c=1 Hy,
v, = S "k dfip. =Y . Besk
 Structurally organize RKMESs via divisive hierarchical clustering to HDu = >,y (@) and fip, = Zj_l Be,jk(ze,j, )
ensure the sparse representation of L¢ specification.
s sparse repres f Ly spectf R c
 Minimize the second term w, = argmin ||up, — Z WD,
R, Ry Ro | Lo Rs| Ls Obiect; . weAM c=1 .
> T~ - L T~ jective convertation:
Ry| |R, Re R,| > Ry | R Re Ry | Ly fu = argmin Lp, (f, hy) | > fu= argmin w, L;

Characterization > C C
v \ 4 L4’ v = L6 y fe{fc c=—1 fe{fc c=1
R Rq Rg Ro R E Rg Rq| Lo

Solution for efficient learnware identification

5. Experiments * Using existing hash methods to converting inner product into cosine similarity.
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Learnware identification efficiency evolution and enhancement of the overall market capability.
* ELSI-hash achieves the highest efficiency and ELSI-traverse outperforms * Through organizing learnwares and constructing specification indexes, we
other contenders in most scenarios. propose an approach called Evolvable Learnware Specification with Index (ELSI),
~ e which could achieve evolvable learnware specifications and corresponding
: efficient learnware identification for users without leaking raw data. As the key
i components of our approach, specification indexes are established based on the
- e RKME indexed tree and the specification hash table.
Regression Scenarios Including PPG-DaLiA, PFS, and M5 with Four Ratios
8", * Extensive experimental results on a learnware market encompassing thousands of
S models and covering six real-world scenarios validate the effectiveness and efficiency
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