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ABSTRACT
For years, machine learning has become the dominant approach

to a variety of information retrieval tasks. The performance of

machine learning algorithms heavily depends on their hyperparam-

eters. It is hence critical to identity the optimal hyperparameter

configuration when applying machine learning algorithms. Most

of existing hyperparameter optimization methods assume a static

relationship between hyperparameter configuration and algorith-

mic performance and are thus not suitable for many information

retrieval applications with non-stationary environments such as e-

commerce recommendation and online advertising. To address this

limitation, we study online hyperparameter optimization, where

the hyperparameter configuration is optimized on the fly. We for-

mulate online hyperparameter optimization as a non-stationary

continuum-armed bandits problem in which each arm corresponds

to a hyperparameter configuration and the algorithmic performance

is viewed as reward. For this problem, we develop principled meth-

ods with strong theoretical guarantees in terms of dynamic regret.

The key idea is to adaptively discretize the continuous arm set and

estimate the mean reward of each arm via weighted averaging. As

a case application, we show how our methods can be applied to

optimize the hyperparameter of vector-based candidate generation

algorithm and empirically demonstrate the effectiveness and ef-

ficiency of our methods on public advertising dataset and online
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A/B testing. Furthermore, to the best of our knowledge, our meth-

ods are the first to achieve sub-linear dynamic regret bounds for

continuum-armed bandits, which may be of independent interest.
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1 INTRODUCTION
Machine learning is a popular and dominant approach for building

information retrieval (IR) systems [4, 25, 27, 32, 42] and has been

applied in various IR tasks such as e-commerce recommendation

[43], web search [41], and online advertising [44]. The performance

of machine learning algorithms typically depends on the configu-

rations of hyperparameters, which are adjustable parameters that

govern the learning process. Representative examples of hyperpa-

rameters in IR scenarios include thresholds of vector-based can-

didate generation algorithms [8] and step sizes of online learning

to rank algorithms [16], to name a few. Due to the complex rela-

tionship between hyperparameter configuration and algorithmic

performance, it is difficult to tune hyperparameters by standard

optimization techniques such as convex optimization [39]. Instead,

practitioners often resort to brute-force approaches such as grid

search and random search [28, 31].
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Grid search refers to exhaustive exploration on a manually de-

termined discretization of the hyperparameter space. In grid search,

each discrete hyperparameter configuration is first evaluated and

the one yielding the highest performance is then identified as the

best configuration. While grid search is simple to implement and

easy to parallelize, it requires human expertise to specify a suitable

discretization level for balancing the computational cost of eval-

uating all discrete configurations and the quality of the obtained

best configuration. As a refinement of grid search, random search

avoids human overhead by uniformly drawing candidate hyperpa-

rameter configurations from the hyperparameter space [7]. It has

been empirically demonstrated and widely recognized that random

search is more effective than grid search in finding well-performing

hyperparameter configurations [6].

Nevertheless, an intrinsic drawback of random search as well as

grid search is that the performance of previously explored hyper-

parameter configurations is totally ignored when determining the

next configuration to evaluate, which makes the exploration pro-

cess rather inefficient. To address this drawback, recent advances in

hyperparameter optimization have introduced Bayesian optimiza-

tion to utilize historical information for more efficient exploration

on the hyperparameter space [33]. Under Bayesian optimization

framework, the relationship between hyperparameter configura-

tion and algorithmic performance is characterized by an objective

function. While the objective function is complex and remains un-

known, Bayesian optimization only requires querying the objective

function and uses a probabilistic surrogate model to approximate

the objective function. The surrogate model is first initialized with

a prior distribution that expresses one’s belief on the unknown

objective function and then iteratively updated according to the

value of the objective function at the queried point. Equipped with

the surrogate model, Bayesian optimization can exploit historical

observations of the objective function and adaptively select the

next hyperparameter configuration to explore. Such adaptivity also

translates into superior performance than brute-force approaches

on various tasks including information retrieval [23, 24, 37].

While Bayesian optimization stands as the state-of-the-art ap-

proach for optimizing hyperparameters of information retrieval

systems [24], existing Bayesian optimizationmethods either assume

a stationary objective function or lack of theoretical guarantees

and hence not suitable for many non-stationary and cost-sensitive

scenarios such as e-commerce recommendation and online adver-

tising. For example, in online advertising, the click-through-rate of

an ad usually changes with time and so does the objective function;

a one-percent drop of click-through-rate due to a bad hyperparame-

ter configuration can lead to million dollars losses [1]. Furthermore,

Bayesian optimization is originally designed for offline hyperpa-

rameter optimization and its time complexity grows rapidly with

iteration, which is prohibitive for real-time update applications.

In this paper, we study online hyperparameter optimization,

where the objective function can vary with time and the hyperpa-

rameter configuration is optimized on the fly. We propose a novel

bandit learning framework termed as non-stationary continuum-

armed bandits for online hyperparameter optimization: each hyper-

parameter configuration is viewed as an arm with the correspond-

ing algorithmic performance being reward. We develop provably

effective methods under the proposed bandit learning framework.

The main idea is to handle the continuous arm set by adaptive

discretization and deal with the non-stationary environment via

dynamic mean estimator. We rigorously analyze the performance of

our methods in terms of dynamic regret and establish the first sub-

linear dynamic regret bounds for continuum-armed bandits, which

may be of independent interest. Our methods are also efficient in

the sense that each iteration only takes constant time. As a practical

example, we apply our methods to optimize the hyperparameter of

vector-based candidate generation algorithm. Extensive experimen-

tal comparison with existing hyperparameter algorithms on both

public advertising dataset and online A/B testing demonstrates the

effectiveness and efficiency of our methods.

2 RELATEDWORK
Grid search is the most basic method for hyperparameter optimiza-

tion and has been widely used in tuning hyperparameters of various

machine learning models such as random forest [38], support vec-

tor machine [40], and deep neural networks [11]. Thanks to its

simplicity and flexibility, grid search is commonly integrated in

popular machine learning software packages including scikit-learn

[30], libsvm [9], and pytorch [29]. Given a human-specified step

size, grid search traverses the hyperparameter space step by step

and evaluates each possible hyperparameter configuration. To find

a well-performing hyperparameter configuration with affordable

computational costs, one has to carefully set the step size and often

repeats the process of grid search multiple times [45]. As an effort

to overcoming this limitation, a variant of grid search termed as

random search was proposed, where the hyperparameter space is

randomly explored [2]. Random search inherits all advantages of

grid search such as simple implementation and flexible parallelism

and greatly reduces the manual burden of grid search [34]. The

superiority of random search was delicately analyzed in [7], where

random search was found to spend less time in exploring poor-

performing regions of the hyperparameter space than grid search.

[7] also empirically shows that random search is more effective

than grid search in tuning hyperparameters of diverse machine

learning algorithms on a variety of datasets.

A common criticism of grid search and random search is that the

hyperparameter configuration to explore is independent of the hy-

perparameter configurations that have been evaluated, which may

involve a large number of unnecessary hyperparameter evaluations

[39]. To improve the exploration efficiency, advanced methods in-

cluding Bayesian optimization [33] and Hyperband [26] have been

proposed, where the exploration process is guided by the previously

evaluated hyperparameter configurations. Bayesian optimization

speeds up the identification of good hyperparameter configurations

by adaptively determining the next hyperparameter to evaluate [6].

In each iteration, after observing the performance of previously

evaluated hyperparameter configurations, Bayesian optimization

first fits the observations into a surrogate model. Then, based on

the surrogate model, an acquisition function is adopted to balance

the trade-off between exploring potentially better regions and ex-

ploiting the currently promising regions [19]. According to the

adopted surrogate model, Bayesian optimization methods can be

divided into three categories, namely, sequential model-based algo-

rithm configuration [19], tree-structured Parzen [6], and Spearmint
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[33], where the surrogate model is random forest, Parzen density

estimator, and Gaussian process, respectively. The three types of

Bayesian optimization methods were empirically shown to beat

random search on various tasks [12, 13, 24, 35, 37].

As an orthogonal research direction to Bayesian optimization,

Hyperband [26] accelerates the optimization process by adaptively

allocating the evaluation budget to different hyperparameter con-

figurations. Hyperband is a best-arm identification (BAI) algorithm

built upon the successive halving (SH) method [20]. Given a finite

evaluation budget 𝐵, SH first samples 𝑛 hyperparameter configura-

tions each allocated 𝐵/𝑛 evaluation budget and then successively

eliminates poorly-performing configurations while doubling the

evaluation budget of the remain configurations. The difficultly of

applying SH lies in balancing the trade-off between the number

of configurations 𝑛 and the average allocated evaluation budget

across 𝑛 configurations 𝐵/𝑛. As a simple yet effective approach to

this 𝑛 versus 𝐵/𝑛 dilemma, Hyperband essentially performs a grid

search over all feasible 𝑛 and calls SH as a subroutine for each 𝑛.

The effectiveness of Hyperband is empirically verified on a variety

of problems [21, 36].

3 PRELIMINARY
We formulate online hyperparameter optimization as a novel non-

stationary continuum-armed bandits problem, where a learner in-

teracts with a continuous set of arms. Without loss of generality,

we assume the arm set (the hyperparameter space) has been shifted

and scaled to the unit interval, i.e., [0, 1]. The learning protocol

proceeds over 𝑇 rounds. In each round 𝑡 ∈ [𝑇 ], the learner first
chooses an arm (a hyperparameter configuration) 𝐼𝑡 from [0, 1] and
then receives a reward of the chosen arm 𝑟𝑡 (𝐼𝑡 ), which corresponds

to the performance of the selected hyperparameter configuration.

For each arm 𝑎 ∈ [0, 1], we denote by D𝑡 (𝑎) the probability distri-

bution from which the reward of 𝑎 in round 𝑡 is drawn. Finally, the

learner updates her arm selection strategy for the next round based

on the received reward 𝑟𝑡 (𝐼𝑡 ).
In each round 𝑡 , let 𝜇𝑡 (𝑎) = E𝑟∼D𝑡 (𝑎) [𝑟 ] denote the mean reward

of an arm 𝑎. We define the arm with maximum mean reward as the

optimal arm: 𝑎∗𝑡 = argmax𝑎∈[0,1] 𝜇𝑡 (𝑎). The learner’s performance

is measured by dynamic regret, which is the difference between the

cumulative mean rewards of the arms chosen by the learner and

that of the optimal arms:

DR(𝑇 ) =
𝑇∑︁
𝑡=1

𝜇𝑡 (𝑎∗𝑡 ) −
𝑇∑︁
𝑡=1

𝜇𝑡 (𝐼𝑡 ).

We make three mild assumptions as follows.

• The rewards are all bounded in [0, 1] and the reward distri-

butions are independent across arms and rounds.

• The mean reward function is Lipschitz continuous:

|𝜇𝑡 (𝑢) − 𝜇𝑡 (𝑣) | ≤ |𝑢 − 𝑣 |, ∀𝑢, 𝑣 ∈ [0, 1],∀𝑡 ∈ [𝑇 ] .
• The environment is piecewise stationary with reward distri-

butions varying at most Γ times
1
:

𝑇∑︁
𝑡=1

1[∃𝑎 ∈ [0, 1],D𝑡 (𝑎) ≠ D𝑡−1 (𝑎)] ≤ Γ.

1
We denote by 1[ ·] the indicator function.

4 METHOD
The main idea of our methods is to deal with the continuous arms

by discretizing the arm set and handle non-stationary reward dis-

tributions via dynamic mean estimator. To ease understanding, we

first present a basic method using static discretization and then

propose a refined method with adaptive discretization.

4.1 Static Discretization
Let 𝜌 denote the discretization resolution. We first discretize the

continuous arm set [0, 1] into a set of equally-spaced arms:

A = {𝜌𝑘 | 𝑘 = 1, . . . , ⌊1/𝜌⌋}. (1)

We refer to each arm in A as active arm and only pull active arms

during the 𝑇 rounds. The intuition behind the discretization in

(1) is two folds. On the one hand, the number of active arms only

grows inverse-linearly with the discretization resolution and thus

the sampling cost on the active arm set can be controlled. On the

other hand, for each inactive arm 𝑎 ∈ [0, 1] − A, its mean reward

can be approximated by that of certain active arm 𝑎′ ∈ A and the

approximate error can be bounded by the discretization resolution,

since by the definition of A and the Lipschitz continuity of mean

reward function, there must exist an active arm 𝑎′ ∈ A such that

|𝜇𝑡 (𝑎) − 𝜇𝑡 (𝑎′) | ≤ |𝑎 − 𝑎′ | ≤ 𝜌.

After discretization, we associate each active arm 𝑎 ∈ A with

two variables, namely 𝜇𝑡 (𝑎) and 𝜉𝑡 (𝑎), which denote the estimated

mean of arm 𝑎’s reward distribution in round 𝑡 and the confidence

width of the estimation, respectively. In each round 𝑡 = 1, . . . ,𝑇 ,

following the principle of “optimism in the face of uncertainty” [3],

we select the active arm with the maximum sum of estimated mean

reward and confidence width:

𝐼𝑡 = argmax

𝑎∈A
𝜇𝑡 (𝑎) + 𝜉𝑡 (𝑎) . (2)

As the reward distribution of each arm is non-stationary, classical

mean estimators that directly average the historical rewards do not

apply. To address this problem, we adopt dynamic mean estimator

[15], which can converge to the time-varying mean reward. The

main idea of dynamic mean estimator is to assign more weights

to recent rewards and less weights to old rewards when averaging

the historical rewards. Specifically, let 𝑤𝑡 (𝑠) denote the weight

assigned to the reward in round 𝑠 . We estimate the mean reward of

each active arm 𝑎 ∈ A in round 𝑡 by2

𝜇𝑡 (𝑎) =
∑𝑡−1
𝑠=1𝑤𝑡 (𝑠)1[𝐼𝑠 = 𝑎]𝑟𝑠 (𝑎)∑𝑡−1

𝑠=1𝑤𝑡 (𝑠)1[𝐼𝑠 = 𝑎]
. (3)

We consider two types of weight configurations termed as hard-

drop and soft-drop, respectively. In the hard-drop configuration,

we simply drop the historical rewards before round 𝑡 − 𝜆:

𝑤𝑡 (𝑠) =
{
1, 𝑠 ≥ 𝑡 − 𝜆

0, 𝑠 < 𝑡 − 𝜆
(4)

where 𝜆 ∈ N is the drop threshold. By contrast, in the soft-drop

configuration, all historical rewards are preserved and their weights

constitute a geometric series:

𝑤𝑡 (𝑠) = 𝛾𝑡−𝑠−1 (5)

2
We make the convention that 0/0 = +∞.
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Algorithm 1 Static Discretization with Dynamic Mean Estimator

(SD
2
ME)

Require: discretization resolution 𝜌 , drop threshold 𝜆, drop dis-

count 𝛾

1: Construct a set of active arms A = {𝜌𝑘 | 𝑘 = 1, . . . , ⌊1/𝜌⌋}
2: Initialize 𝜇1 (𝑎) = 0 and 𝜉1 (𝑎) = +∞ for each 𝑎 ∈ A
3: for 𝑡 = 1, 2, . . . ,𝑇 do
4: Select an arm 𝐼𝑡 according to (2)

5: Pull 𝐼𝑡 and receive a reward 𝑟𝑡 (𝐼𝑡 )
6: switch weight configuration do
7: case hard-drop: Compute𝑤𝑡 (𝑠), 𝑠 = 1, . . . , 𝑡 − 1 by (4)

8: case soft-drop: Compute𝑤𝑡 (𝑠), 𝑠 = 1, . . . , 𝑡 − 1 by (5)

9: end switch
10: Update 𝜇𝑡+1 (𝑎) and 𝜉𝑡+1 (𝑎) for each 𝑎 ∈ A by (3) & (7)

11: end for

where 𝛾 ∈ (0, 1] is the drop discount.

It remains to design the confidence width 𝜉𝑡 (𝑎). To this end,

we resort to the Hoeffding’s inequality [17]. Specifically, it can be

proved that
3
in most of rounds, the following inequality holds with

a high probability

|𝜇𝑡 (𝑎) − 𝜇𝑡 (𝑎) | ≤

√√
log

∑𝑡−1
𝑠=1𝑤𝑡 (𝑠)∑𝑡−1

𝑠=1𝑤𝑡 (𝑠)1[𝐼𝑠 = 𝑎]
, ∀𝑎 ∈ A . (6)

Thus, we set the confidence width of each active arm 𝑎 ∈ A as

𝜉𝑡 (𝑎) =

√√
log

∑𝑡−1
𝑠=1𝑤𝑡 (𝑠)∑𝑡−1

𝑠=1𝑤𝑡 (𝑠)1[𝐼𝑠 = 𝑎]
. (7)

We summarize the whole procedure in Algorithm 1, which is

referred to as Static Discretization with Dynamic Mean Estimator

(SD
2
ME) and enjoys the following theoretical guarantee.

Theorem 4.1. The dynamic regret of the SD2ME method with
𝜆 = ⌊61/4 (𝑇 /Γ)3/4⌋, 𝛾 = 1 − 6

−1/4 (Γ/𝑇 )3/4, and

𝜌 =

{
3
√︁
6/𝜆, hard-drop weight configuration

3
√︁
6(1 − 𝛾), soft-drop weight configuration

(8)

satisfies E[DR(𝑇 )] ≤ 𝑂 (Γ1/4𝑇 3/4).
Remark 4.1. The pseudo-code in Algorithm 1 is not optimized

for runtime but for ease of exposition and understanding. In fact,

for each active arm 𝑎 ∈ A, both the estimated mean reward

𝜇𝑡 (𝑎) and the confidence width 𝜉𝑡 (𝑎) can be computed in an on-

line manner with 𝑂 (1) time complexity per round. Specifically, let

𝑛𝑡 (𝑎) =
∑𝑡−1
𝑠=1𝑤𝑡 (𝑠)1[𝐼𝑠 = 𝑎], 𝑅𝑡 (𝑎) =

∑𝑡−1
𝑠=1𝑤𝑡 (𝑠)1[𝐼𝑠 = 𝑎]𝑟𝑠 (𝑎),

and𝑊𝑡 =
∑𝑡−1
𝑠=1𝑤𝑡 (𝑠). We have 𝜇𝑡 (𝑎) = 𝑅𝑡 (𝑎)/𝑛𝑡 (𝑎) and 𝜉𝑡 (𝑎) =√︁

(log𝑊𝑡 )/𝑛𝑡 (𝑎). In the hard-drop weight configuration, we can

maintain two queues of length 𝜆 (one for storing the rewards

𝑟𝑠 (𝑎), 𝑠 = 𝑡 − 𝜆, . . . , 𝑡 − 1 and the other for storing the indicators

1[𝐼𝑠 = 𝑎], 𝑠 = 𝑡 − 𝜆, . . . , 𝑡 − 1) and update 𝑛𝑡 (𝑎), 𝑅𝑡 (𝑎), and 𝑊𝑡

incrementally as

𝑛𝑡+1 (𝑎) = 𝑛𝑡 (𝑎) − 1[𝐼𝑡−𝜆 = 𝑎] + 1[𝐼𝑡 = 𝑎]
𝑅𝑡+1 (𝑎) = 𝑅𝑡 (𝑎) − 1[𝐼𝑡−𝜆 = 𝑎]𝑟𝑡−𝜆 (𝑎) + 1[𝐼𝑡 = 𝑎]𝑟𝑡 (𝑎)

𝑊𝑡+1 = min(𝑊𝑡 + 1, 𝜆) .
3
The proof is postponed to the next section.

In the soft-drop weight configuration, the values of 𝑛𝑡 (𝑎), 𝑅𝑡 (𝑎),
and𝑊𝑡 can be also updated on the fly:

𝑛𝑡+1 (𝑎) = 𝛾𝑛𝑡 (𝑎) + 1[𝐼𝑡 = 𝑎]
𝑅𝑡+1 (𝑎) = 𝛾𝑅𝑡 (𝑎) + 1[𝐼𝑡 = 𝑎]𝑟𝑡 (𝑎)

𝑊𝑡+1 = 𝛾𝑊𝑡 + 1.

4.2 Adaptive Discretization
While SD

2
ME is simple, it cannot utilize the rewards received on

the fly to refine the discretization, which hinders its effectiveness

in dealing with complex mean reward functions. To overcome this

limitation, we propose an adaptive discretization based method,

where the discretization is not determined in advance but adaptively

adjusted throughout the 𝑇 rounds.

Specifically, we maintain a time-varying active arm set A𝑡 ⊂
[0, 1], which is initialized to be empty and updated in each round.

Similarly to SD
2
ME, each active arm 𝑎 ∈ A𝑡 is associated with a

time-varying estimated mean reward 𝜇𝑡 (𝑎) and a corresponding

confidence width 𝜉𝑡 (𝑎). While we compute 𝜇𝑡 (𝑎) in the same way

as that of SD
2
ME, we slightly modify the design of 𝜉𝑡 (𝑎) in (7) to

4
:

𝜉𝑡 (𝑎) =
√︄

log (2𝑡1.5/𝛿0.5)∑𝑡−1
𝑠=1𝑤𝑡 (𝑠)1[𝐼𝑠 = 𝑎]

(9)

where 𝛿 ∈ (0, 1) controls the failure probability of the concentration
inequality in (6).

An active arm 𝑎 ∈ A𝑡 and its associated confidence width 𝜉𝑡 (𝑎)
define a covering interval [𝑎 − 𝜉𝑡 (𝑎), 𝑎 + 𝜉𝑡 (𝑎)]. By the Lipschitz

continuity of the mean reward function and the concentration

inequality of the dynamic mean estimator in (6), the mean reward

𝜇𝑡 (𝑎′) of each arm 𝑎′ in the covering interval [𝑎 − 𝜉𝑡 (𝑎), 𝑎 + 𝜉𝑡 (𝑎)]
can be approximated by the estimated mean reward 𝜇𝑡 (𝑎) of the
active arm 𝑎 as

|𝜇𝑡 (𝑎) − 𝜇𝑡 (𝑎′) | ≤ |𝜇𝑡 (𝑎) − 𝜇𝑡 (𝑎) | + |𝜇𝑡 (𝑎) − 𝜇𝑡 (𝑎′) | ≤ 2𝜉𝑡 (𝑎) .

Thus, in each round, we can only pull active arms if the arm set

[0, 1] can be covered by the union of the covering interval of each

active arm, i.e.,

[0, 1] ⊆ ∪𝑎∈A𝑡
[𝑎 − 𝜉𝑡 (𝑎), 𝑎 + 𝜉𝑡 (𝑎)] . (10)

Our adaptive discretization based method is designed such that

(10) is guaranteed throughout the 𝑇 rounds. Specifically, in each

round 𝑡 = 1, . . . ,𝑇 , we first check whether [0, 1] ⊆ ∪𝑎∈A𝑡−1 [𝑎 −
𝜉𝑡 (𝑎), 𝑎 + 𝜉𝑡 (𝑎)] holds. If yes, (10) can be guaranteed by simply

setting A𝑡 = A𝑡−1. Otherwise, we pick an arbitrary arm 𝑎′ from
the uncovered region [0, 1] −∪𝑎∈A𝑡−1 [𝑎 − 𝜉𝑡 (𝑎), 𝑎 + 𝜉𝑡 (𝑎)] and add
it into the active arm set, i.e., A𝑡 = A𝑡−1 ∪ {𝑎′}. Then, we set the
estimated mean reward and the confidence width of this newly

added active arm as zero and infinity, respectively. By doing so, the

arm set [0, 1] becomes a subset of the covering interval of 𝑎′ and
thus (10) holds.

With (10) guaranteed, we can only pull arm from the active arm

set A𝑡 . In each round 𝑡 = 1, . . . ,𝑇 , we first select an active arm in a

similar way to that of SD
2
ME, with the only difference of doubling

4
This modification is essential in deriving a dynamic regret bound that holds with

high probability rather than in expectation.
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Algorithm 2 Adaptive Discretization with Dynamic Mean Estima-

tor (AD
2
ME)

Require: drop threshold 𝜆, drop discount 𝛾

1: Initialize the active arm set as A0 = ∅
2: for 𝑡 = 1, 2, . . . ,𝑇 do
3: if [0, 1] ⊆ ∪𝑎∈A𝑡−1 [𝑎 − 𝜉𝑡 (𝑎), 𝑎 + 𝜉𝑡 (𝑎)] then
4: Set A𝑡 = A𝑡−1
5: else
6: Pick an arm 𝑎′ ∈ [0, 1] − ∪𝑎∈A𝑡−1 [𝑎 − 𝜉𝑡 (𝑎), 𝑎 + 𝜉𝑡 (𝑎)]
7: Set A𝑡 = A𝑡−1 ∪ {𝑎′}, 𝜇𝑡 (𝑎′) = 0, and 𝜉𝑡 (𝑎′) = +∞
8: end if
9: Select an arm 𝐼𝑡 according to (11)

10: Pull 𝐼𝑡 and receive a reward 𝑟𝑡 (𝐼𝑡 )
11: switch weight configuration do
12: case hard-drop: compute𝑤𝑡 (𝑠), 𝑠 = 1, . . . , 𝑡 − 1 by (4)

13: case soft-drop: compute𝑤𝑡 (𝑠), 𝑠 = 1, . . . , 𝑡 − 1 by (5)

14: end switch
15: Update 𝜇𝑡+1 (𝑎) and 𝜉𝑡+1 (𝑎) for each 𝑎 ∈ A𝑡 by (3) & (9)

16: end for

the confidence width:

𝐼𝑡 = argmax

𝑎∈A𝑡

𝜇𝑡 (𝑎) + 2𝜉𝑡 (𝑎) . (11)

Then, we pull the selected arm and receive a reward 𝑟𝑡 (𝐼𝑡 ). Finally,
we update the estimated mean reward and the confidence width of

each active arm according to (3) and (9).

The whole procedure is summarized in Algorithm 2. We call this

algorithm as Adaptive Discretizationwith DynamicMean Estimator

(AD
2
ME). We derive a high probability dynamic regret bound for

AD
2
ME as follows, which is stronger than the expected dynamic

regret bound of SD
2
ME.

Theorem 4.2. With probability at least 1 − 𝛿 , the dynamic regret
of AD2ME with{

𝜆 = ⌊2(𝑇 /3Γ)3/4⌋, hard-drop weight configuration
𝛾 = 1 − (3Γ/𝑇 )3/4, soft-drop weight configuration

(12)

satisfies DR(𝑇 ) ≤ 𝑂 (Γ1/4𝑇 3/4).
Remark 4.2. In AD

2
ME, both the estimated mean reward 𝜇𝑡 (𝑎)

and the confidence width 𝜉𝑡 (𝑎) of each active arm 𝑎 can be also

computed online in the same way as Remark 4.1. Furthermore, we

would like to point out that the operation of checking [0, 1] ⊆
∪𝑎∈A𝑡−1 [𝑎− 𝜉𝑡 (𝑎), 𝑎 + 𝜉𝑡 (𝑎)] at Step 3 of AD2

ME can be performed

with constant time complexity in each round. Specifically, we can

maintain a sorted and doubly linked list 𝐿 = ℓ1 ↔ ℓ2 ↔ · · · ↔ ℓ |A𝑡 |
with ℓ1 < ℓ2 < · · · < ℓ |A𝑡 | to store the active arm set A𝑡 . In the

first round, we initialize 𝐿 = ℓ1 and set 𝜉1 (ℓ1) = +∞. Then, in each

round 𝑡 = 2, . . . ,𝑇 , let ℓ𝑘 be the node storing the arm pulled at round

𝑡 − 1, i.e., ℓ𝑘 = 𝐼𝑡−1. By the definition of the confidence width, all

active arms 𝑎 ∈ A𝑡−1 except for 𝐼𝑡−1 satisfy 𝜉𝑡 (𝑎) ≥ 𝜉𝑡−1 (𝑎). Thus,
if the linked list is sorted before round 𝑡 and [0, 1] ⊆ ∪𝑎∈A𝑡−1 [𝑎 −
𝜉𝑡−1 (𝑎), 𝑎 + 𝜉𝑡−1 (𝑎)], we only need to check whether any of the

following two inequalities holds.

ℓ𝑘 − 𝜉𝑡 (ℓ𝑘 ) >
{
0, ℓ𝑘 is the head node;

ℓ𝑘−1 + 𝜉𝑡 (ℓ𝑘−1), ℓ𝑘 is not the head node.

ℓ𝑘 + 𝜉𝑡 (ℓ𝑘 ) <
{
1, ℓ𝑘 is the tail node;

ℓ𝑘+1 − 𝜉𝑡 (ℓ𝑘+1), ℓ𝑘 is not the tail node.

If no inequality holds, we simply keep the linked list 𝐿 unchanged,

so that 𝐿 is sorted after round 𝑡 and [0, 1] ⊆ ∪𝑎∈A𝑡
[𝑎 − 𝜉𝑡 (𝑎), 𝑎 +

𝜉𝑡 (𝑎)]. Otherwise, taking the case of ℓ𝑘 +𝜉𝑡 (ℓ𝑘 ) < ℓ𝑘+1−𝜉𝑡 (ℓ𝑘+1) as
an example, we first pick a new active arm 𝑎′ ∈

(
ℓ𝑘 + 𝜉𝑡 (ℓ𝑘 ), ℓ𝑘+1 −

𝜉𝑡 (ℓ𝑘+1)
)
and create a new node ℓ ′ to store 𝑎′. Then, we update

the pointers of ℓ𝑘 , ℓ𝑘+1, and ℓ ′ to ℓ𝑘 ↔ ℓ ′ ↔ ℓ𝑘+1 so as to ensure

𝐿 is sorted after round 𝑡 . Finally, we set 𝜉𝑡 (𝑎′) = +∞ to guarantee

[0, 1] ⊆ ∪𝑎∈A𝑡
[𝑎 − 𝜉𝑡 (𝑎), 𝑎 + 𝜉𝑡 (𝑎)].

5 ANALYSIS
Due to space limitation, we only prove Theorem 4.1 and Theorem

4.2 for the hard-drop weight configuration and the proofs for the

soft-drop weight configuration can be done in a similar way.

5.1 Proof of Theorem 4.1
We first partition the 𝑇 rounds into Γ epochs such that in each

epoch the reward distributions are stationary:

[1,𝑇 ] = [𝜏1, 𝜏2) ∪ [𝜏2, 𝜏3) ∪ . . . ∪ [𝜏Γ,𝑇 + 1)
where 𝜏𝑖 , 𝑖 = 1, . . . , Γ denotes the 𝑖-th change point of the reward

distributions, i.e., 𝜏1 < · · · < 𝜏Γ and ∃𝑎 ∈ [0, 1],D𝜏𝑖 ≠ D𝜏𝑖−1 (𝑎).
For notational convenience, we additionally define 𝜏Γ+1 = 𝑇 + 1.

Fix an epoch 𝑖 . Let O𝑖 = {𝑎 ∈ A | 𝜇𝜏𝑖 (𝑎) = max𝑎′∈A 𝜇𝜏𝑖 (𝑎′)} be
all optimal active arms during the epoch [𝜏𝑖 , 𝜏𝑖+1) and 𝑜𝑖 ∈ O𝑖 be

an optimal active arm. We denote the mean reward gap between

an active arm 𝑎 and the optimal active arm 𝑜𝑖 by Δ𝑖 (𝑎) = 𝜇𝜏𝑖 (𝑜𝑖 ) −
𝜇𝜏𝑖 (𝑎). Define A𝜌 = {𝑎 ∈ A | Δ𝑖 (𝑎) ≥ 𝜌}. We have

𝜏𝑖+1−1∑︁
𝑡=𝜏𝑖

[𝜇𝑡 (𝑜𝑖 ) − 𝜇𝑡 (𝐼𝑡 )] =
𝜏𝑖+1−1∑︁
𝑡=𝜏𝑖

Δ𝑖 (𝐼𝑡 ) ≤ 𝜆 +
𝜏𝑖+1−1∑︁
𝑡=𝜏𝑖+𝜆

Δ𝑖 (𝐼𝑡 )

≤ 𝜆 + (𝜏𝑖+1 − 𝜏𝑖 )𝜌 +
∑︁

𝑎∈A𝜌

Δ𝑖 (𝑎)
𝜏𝑖+1−1∑︁
𝑡=𝜏𝑖+𝜆

1[𝐼𝑡 = 𝑎] .
(13)

Fix an arm 𝑎 ∈ A𝜌 . DefineΛ𝑖 (𝑎) = 4Δ−2
𝑖

(𝑎) log (𝜆 + 1) and𝑛𝑡 (𝑎) =∑𝑡−1
𝑠=1𝑤𝑡 (𝑠)1[𝐼𝑠 = 𝑎] = ∑𝑡−1

𝑠=𝑡−𝜆 1[𝐼𝑠 = 𝑎]. On one hand, we have

𝜏𝑖+1−1∑︁
𝑡=𝜏𝑖+𝜆

1[𝐼𝑡 = 𝑎, 𝑛𝑡 (𝑎) < Λ𝑖 (𝑎)] ≤ ⌊(𝜏𝑖+1 − 𝜏𝑖 )/𝜆⌋Λ𝑖 (𝑎). (14)

On the one hand, by the arm selection rule in (2) and the Hoeffding’s

inequality [17], for 𝑡 ∈ [𝜏𝑖 + 𝜆, 𝜏𝑖+1) we have
E
[
1[𝐼𝑡 = 𝑎, 𝑛𝑡 (𝑎) ≥ Λ𝑖 (𝑎)]

]
= Pr[𝐼𝑡 = 𝑎, 𝑛𝑡 (𝑎) ≥ Λ𝑖 (𝑎)]

≤ Pr[𝜇𝑡 (𝑎) + 𝜉𝑡 (𝑎) ≥ 𝜇𝑡 (𝑜𝑖 ) + 𝜉𝑡 (𝑜𝑖 ), 2𝜉𝑡 (𝑎) < 𝜇𝑡 (𝑜𝑖 ) − 𝜇𝑡 (𝑎)]
≤ Pr[𝜇𝑡 (𝑎) > 𝜇𝑡 (𝑎) + 𝜉𝑡 (𝑎)] + Pr[𝜇𝑡 (𝑜𝑖 ) < 𝜇𝑡 (𝑜𝑖 ) − 𝜉𝑡 (𝑜𝑖 )] (15)

≤ exp[−2𝑛𝑡 (𝑎)𝜉2𝑡 (𝑎)] + exp[−2𝑛𝑡 (𝑜𝑖 )𝜉2𝑡 (𝑜𝑖 )] = 2/𝜆2 .

Combining (13)–(15) and Λ𝑖 (𝑎) = 4Δ−2
𝑖

(𝑎) log (𝜆 + 1) gives

E

[
𝜏𝑖+1−1∑︁
𝑡=𝜏𝑖

[𝜇𝑡 (𝑜𝑖 ) − 𝜇𝑡 (𝐼𝑡 )]
]

≤ 𝜆 + (𝜏𝑖+1 − 𝜏𝑖 )𝜌 + (𝜏𝑖+1 − 𝜏𝑖 )
∑︁

𝑎∈A𝜌

[
4 log(𝜆 + 1)

𝜆𝜌
+ 2

𝜆2

]
.

(16)
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Let 𝑜∗
𝑖
be an optimal arm during epoch 𝑖: 𝜇𝑡 (𝑜∗𝑖 ) = 𝜇𝑡 (𝑎∗𝑡 ),∀𝑡 ∈

[𝜏𝑖 , 𝜏𝑖+1). By the definition of the active arm set A in (1), there

must exist 𝑎′ ∈ A such that |𝑜∗
𝑖
− 𝑎′ | ≤ 𝜌 . Thus, we have

E

[
𝜏𝑖+1−1∑︁
𝑡=𝜏𝑖

[𝜇𝑡 (𝑎∗𝑡 ) − 𝜇𝑡 (𝑜𝑖 )]
]
= E

[
𝜏𝑖+1−1∑︁
𝑡=𝜏𝑖

[𝜇𝑡 (𝑜∗𝑖 ) − 𝜇𝑡 (𝑜𝑖 )]
]

(17)

≤ E
[
𝜏𝑖+1−1∑︁
𝑡=𝜏𝑖

[𝜇𝑡 (𝑜∗𝑖 ) − 𝜇𝑡 (𝑎′)]
]
≤ E

[
𝜏𝑖+1−1∑︁
𝑡=𝜏𝑖

|𝑜∗𝑖 − 𝑎′ |
]
≤ (𝜏𝑖+1 − 𝜏𝑖 )𝜌.

Adding (16) and (17) and summing over epoch 𝑖 = 1, . . . , Γ gives

E[DR(𝑇 )] = E
[
𝑇∑︁
𝑡=1

[𝜇𝑡 (𝑎∗𝑡 ) − 𝜇𝑡 (𝐼𝑡 )]
]
≤ 𝜆Γ + 2𝜌𝑇 + 6 log(𝜆 + 1)𝑇

𝜆𝜌2
.

5.2 Proof of Theorem 4.2
Following the previous subsection, we partition the𝑇 rounds into Γ
stationary epochs: [1,𝑇 ] = [𝜏1, 𝜏2) ∪ [𝜏2, 𝜏3) ∪ · · ·∪ [𝜏Γ, 𝜏Γ+1). Let T
be a subset of the𝑇 rounds:T = ∪Γ

𝑖=1
[𝜏𝑖+𝜆, 𝜏𝑖+1). We first introduce

the following lemma, which is a straightforward consequence of

the Hoeffding’s inequality [17] and the union bound [10].

Lemma 1. With probability at least 1−𝛿 , for all rounds 𝑡 ∈ T and
all active arms 𝑎 ∈ A𝑡 , |𝜇𝑡 (𝑎) − 𝜇𝑡 (𝑎) | ≤ 𝜉𝑡 (𝑎) .

Based on this lemma, we then show that the confidence width

of each active arm is lower bounded by its mean reward gap.

Lemma 2. Let 𝑜∗
𝑖
be an optimal arm during epoch 𝑖 , i.e., 𝜇𝜏𝑖 (𝑜∗𝑖 ) =

max𝑎∈[0,1] 𝜇𝜏𝑖 (𝑎) and denote the mean reward gap of each arm 𝑎 by
Δ𝑖 (𝑎) = 𝜇𝜏𝑖 (𝑜∗𝑖 ) − 𝜇𝜏𝑖 (𝑎) . For all epochs 𝑖 = 1, . . . , Γ, we have

𝜋𝜉𝑡 (𝑎) ≥ Δ𝑖 (𝑎), ∀𝑡 ∈ [𝜏𝑖 + 2𝜆, 𝜏𝑖+1),∀𝑎 ∈ A𝑡 .

Proof. The proof is postponed to appendix. □

We are now ready to prove Theorem 4.2. Fix an epoch 𝑖 . We

partition [𝜏𝑖+2𝜆, 𝜏𝑖+1) into [𝜈0, 𝜈1)∪[𝜈1, 𝜈2)∪· · ·∪[𝜈 𝐽 , 𝜏𝑖+1)with 𝐽 =
⌊(𝜏𝑖+1−𝜏𝑖−2𝜆)/𝜆⌋ and 𝜈 𝑗 = 𝜏𝑖 +(2+ 𝑗)𝜆, 𝑗 = 0, . . . , 𝐽 . Define𝑛𝑡 (𝑎) =∑𝑡−1
𝑠=𝑡−𝜆 1[𝐼𝑠 = 𝑎] . By Lemma 2, for each 𝑗 = 1, . . . , 𝐽 and 𝑎 ∈ A𝜈𝑗 ,

we have Δ𝑖 (𝑎) ≤ 𝜋𝜉𝜈𝑗 ≤ 𝜋

√︃
log (2𝑇 1.5/𝛿0.5)/𝑛𝜈𝑗 (𝑎) . It follows

that

∑𝜈𝑗−1
𝑡=𝜈𝑗−1

[𝜇𝑡 (𝑎∗𝑡 ) − 𝜇𝑡 (𝐼𝑡 )] =
∑
𝑎∈A𝜈𝑗

:𝑛𝜈𝑗
(𝑎)>0 𝑛𝜈𝑗 (𝑎)Δ𝑖 (𝑎) ≤

𝜋

√︃
𝜆4/3 log (2𝑇 1.5/𝛿0.5). Summing this over 𝑗 = 1, . . . , 𝐽 gives

𝜏𝑖+1−1∑︁
𝑡=𝜏𝑖

[𝜇𝑡 (𝑎∗𝑡 ) − 𝜇𝑡 (𝐼𝑡 )] ≤ 3𝜆 + 𝜆−1/3 (𝜏𝑖+1 − 𝜏𝑖 )𝜋
√︃
log (2𝑇 1.5/𝛿0.5).

Further summing this inequality over 𝑖 = 1, . . . , Γ leads to

DR(𝑇 ) =
Γ∑︁
𝑖=1

𝜏𝑖+1−1∑︁
𝑡=𝜏𝑖

[𝜇𝑡 (𝑎∗𝑡 ) − 𝜇𝑡 (𝐼𝑡 )] ≤ 3Γ𝜆 +
𝜋𝑇

√︁
log (2𝑇 1.5/𝛿0.5)

𝜆1/3
.

6 APPLICATION: CANDIDATE GENERATION
As a case application, we show how our methods can be applied

to tune the hyperparameter of the vector-based candidate genera-

tion algorithm. In industrial retrieval scenarios such as web search,

e-commerce recommendation, and online advertising, a common

practice for balancing the trade-off between effectiveness and ef-

ficiency is to rank items by a two-phased strategy, where a large

corpus is first filtered by a candidate generation algorithm and the

generated candidate items are then sorted by a ranking method.

Taking web search as an example, the goal of candidate generation

algorithm is to preserve relevant items w.r.t. user’s query while dis-

carding irrelevant items. Let 𝑣𝑞 and 𝑣𝑑 denote the embedding vector

of a query 𝑞 and a document 𝑑 , respectively. Then, the relevance

between 𝑞 and 𝑑 can be measured via the cosine similarity

⟨𝑣𝑞 ,𝑣𝑑 ⟩
∥𝑣𝑞 ∥ ∥𝑣𝑑 ∥

and documents with relevance exceeding the truncation threshold

𝛽 are designated as candidate items: C𝑞 =

{
𝑑 :

⟨𝑣𝑞 ,𝑣𝑑 ⟩
∥𝑣𝑞 ∥ ∥𝑣𝑑 ∥ ≥ 𝛽

}
.

The key here is to tune the hyperparameter 𝛽 ∈ [0, 1]. On the

one hand, large 𝛽 leads to overall high quality of candidate items

but may prevent some user-desired items from entering into the

ranking phase. On the other hand, small 𝛽 allows a large number of

candidate items but may introduce irrelevant items into the ranking

phase. Thus, the tuning of 𝛽 is non-trivial and requires principled

approaches. Since thewhose corpus as well as user preference varies

with time, the optimal value of 𝛽 is also not fixed. Furthermore, it is

reasonable to believe that similar values of 𝛽 lead to similar search

performance. Thus, we can formulate the tuning of 𝛽 as a non-

stationary continuum-armed bandits problem with each possible

configuration of 𝛽 being an arm.

7 EXPERIMENT
In this section, we provide extensive experimental results to demon-

strate the effectiveness and efficiency of our methods for online

hyperparameter optimization.

7.1 Setup
7.1.1 Dataset. We conduct experiments on the Ali-Display-Ad

dataset [14, 44], which was collected from the online advertis-

ing logs of taobao for 8 days and has been publicly released
5
.

The dataset consists of 26 million records of interactions between

1061768 users and 846811 ads. Each record comprises the identities

of the served user and the displayed ad in the interaction, as well

as the time stamp of the interaction and the user’s click feedback

on the ad. The basic information of both users and ads is also pro-

vided in the dataset. Specifically, each user is associated with 8

profile features such as age level, shopping level, and gender. Each

ad is described by 5 features including the identity of the adver-

tiser, the campaign of the ad, the category, the brand, and the price

of the advertised commodity. All the 13 features except for the

price of the advertised commodity are categorical. Following com-

mon industrial practice, we also convert the price of the advertised

commodity into a categorical feature by splitting the prices of all

commodities into 5 equal-sized bins. As the Ali-Display-Ad dataset

is sufficiently large, we simply drop the records with missing values

of any feature.

7.1.2 Experimental Framework. As described in the previous sec-

tion, to run the vector-based candidate generation algorithm on the

Ali-Display-Ad dataset, an encoding model that can transform the

raw features of both user and ad into embedding vectors is required.

We take DSSM [18] as the encoding model, which is widely used

in online advertising and consists of two sub-networks, one for

5
https://tianchi.aliyun.com/dataset/dataDetail?dataId=56
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encoding user’s features and the other for encoding ad’s features.

Each sub-network is comprised of four fully-connected layers with

500, 300, 300, and 128 neurons, respectively and all fully-connected

layers are followed by the tanh activation function. Following the

approach in [18], we train the DSSM model as follows: We first

choose a user 𝑢, an ad 𝑎+ that was clicked by the user and four

ads 𝑎−
1
, . . . , 𝑎−

4
that were not clicked by the user uniformly at ran-

domly from the Ali-Display-Ad dataset. Then, the raw features of

user and ads are fed into the corresponding sub-networks to obtain

embedding vectors of the user and ads 𝑣𝑢 , 𝑣𝑎+ , 𝑣𝑎−
1

, . . . , 𝑣𝑎−
4

. The rel-

evance between user and ad is measured via the cosine distance

and the loss is defined as ℓ = − log
M(𝑣𝑢 ,𝑣𝑎+ )

M(𝑣𝑢 ,𝑣𝑎+ )+
∑

4

𝑖=1 M(𝑣𝑢 ,𝑣𝑎−
𝑖
) where

M(𝑥,𝑦) = ⟨𝑥,𝑦⟩
∥𝑥 ∥ ∥𝑦 ∥ denotes the cosine of the angle between 𝑥 and

𝑦. We train the DSSM model with batch size 1024 by the Adam

optimizer [22] for 10000 epochs.

Equippedwith the trained DSSMmodel, we are now ready to con-

struct an online hyperparameter optimization framework, which

proceeds in a sequence of rounds 𝑡 = 1, . . . ,𝑇 . In each round 𝑡 , we

first select a user 𝑢𝑡 and collect the ads 𝐴𝑡 = 𝐴+
𝑡 ∪ 𝐴−

𝑡 that were

displayed to this user, where 𝐴+
𝑡 and 𝐴−

𝑡 denote the set of clicked

and unclicked ads, respectively. To comply with the real-world

non-stationary environment, the users are not sampled uniformly

at random but picked in order according to the most frequent hour

in their interaction time stamps. Then, the trained DSSM model is

employed to output the embedding vectors of both the user and

ads, denoted as 𝑣𝑢𝑡 and {𝑣𝑎 : 𝑎 ∈ 𝐴+
𝑡 ∪ 𝐴−

𝑡 }. Next, we invoke the
examined hyperparameter optimization algorithm, which outputs a

truncation threshold 𝛽𝑡 . Intuitively, we wish the truncation thresh-

old could preserve as many clicked ads while filtering out as many

unclicked ads as possible. Thus, we measure the quality of the trun-

cation threshold via F-score [5], which is the harmonic mean of

precision and recall, defined as follows

F𝑡 =
precision𝑡 · recall𝑡
precision𝑡 + recall𝑡

=
2

∑
𝑎∈𝐴+

𝑡
1{M(𝑣𝑢𝑡 , 𝑣𝑎) ≥ 𝛽𝑡 }

|𝐴+
𝑡 | +

∑
𝑎∈𝐴𝑡

1{M(𝑣𝑢𝑡 , 𝑣𝑎) ≥ 𝛽𝑡 }
.

Finally, we reveal F𝑡 to the examined hyperparameter optimization

algorithm as its instantaneous reward. The overall performance of

the examined hyperparameter optimization algorithm is measured

by its cumulative rewards over 𝑇 = 10000 rounds:

∑𝑇
𝑡=1 F𝑡 .

7.1.3 Baselines. We compare our methods with the following hy-

perparameter optimization algorithms:

• Grid Search.We split the 𝑇 rounds into two equal-length

phases, one for exploration and the other for exploitation.

Specifically, during the first 𝑇 /2 rounds, ten evenly spaced

points over the unit interval [0, 1] are explored in a round-

robin fashion. Then, the one that achieves the maximum

average F-score is exploited in the last 𝑇 /2 rounds.
• RandomSearch.We sample ten points uniformly at random

from the unit interval [0, 1]. Similarly to grid search, the first

𝑇 /2 rounds are taken to explore the sampled points and the

empirically best one is used in last 𝑇 /2 rounds.
• BayesianOptimization. Following [24], we adopt Gaussian
process as the surrogate model and examine two covariance

functions, namely squared exponential (SE) function and

Matérn function. To make fair comparison, we take upper

confidence bound (UCB) as the acquisition function. In each

round 𝑡 , Bayesian Optimization needs to compute the inverse

covariance matrix, whose time complexity grows cubicly

with 𝑡 . To control the computation time within a reasonable

limit, we train Bayesian optimization during the first 𝑇 /10
rounds and use its output in the remaining rounds.

• Hyperband. Following [26], we set the proportion of candi-

date hyperparameter configurations discarded in each round

as 1/3. As Hyperband is originally designed for offline sce-

narios, we take the first 𝑇 /2 rounds to train Hyperband and

use its output in the last 𝑇 /2 rounds. Accordingly, the max-

imum amount of resource that can be allocated to a single

hyperparameter configuration is set as
𝑇

2(ln𝑇+1)2 .

We configure our methods according to Theorem 4.1 and The-

orem 4.2. While the actual non-stationarity Γ remains unknown

in the experiments, we simply replace Γ with an estimated non-

stationarity Γ̃ = 10 in (8) and (12).

7.1.4 ResearchQuestions. We aim to answer the following research

questions via experiments:

(1) How does our methods perform in comparison with the

baseline algorithms?

(2) To what extent does the mismatch between the estimated

non-stationarity Γ̃ and the actual non-stationarity Γ affect

the performance of our methods?

(3) How about the efficiency of our methods compared to the

baseline algorithms?

7.2 Results and Analysis
We start with the first research question and run our methods and

each baseline algorithm in the online hyperparameter optimization

experimental framework ten times. The average performance as

well as the standard deviation of each algorithm is listed in Ta-

ble 1. We can observe that the two brute-force algorithms grid

search and random search behave the worst. This is because the

two algorithms lack guidance in exploring on the unit interval

[0, 1] and hence waste too much time on bad truncation thresh-

olds. This drawback is addressed by the Bayesian optimization and

Hyperband algorithms where the exploration process is guided by

historical observations of previously tried truncation thresholds.

As can be seen, such informative exploration indeed translates into

improved cumulative F-score. Nevertheless, we can also see that

our methods with both soft-drop and hard-drop weight configu-

rations achieve significantly higher cumulative F-score than the

Bayesian optimization and Hyperband algorithms. This is expected

as online advertising is a typical non-stationary scenario where

the overall click-through-rate varies with time period and so does

the optimal truncation threshold, while Bayesian optimization and

Hyperband are designed for stationary scenarios assuming the

existence of a global optimal truncation threshold over all time

periods. By contrast, both of our methods SD
2
ME and AD

2
ME take

the non-stationarity into account and track the time-varying opti-

mism truncation threshold via dynamic mean estimator. Taking a

closer look at the performance of our methods, there is clear perfor-

mance improvement of AD
2
ME over SD

2
ME, which validates the
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Table 1: Performance comparison between our methods and
the baseline algorithms on the Ali-Display-Ad dataset. ★ de-
notes significant improvement over all baseline algorithms
at 𝑝 < 0.01. The unit of computation time is second.

Algorithm Cumulative F-score Computation Time

Grid Search 3396 ± 0.0 517

Random Search 3467 ± 64.9 528

Hyperband 3550 ± 49.2 546

Bayesian-Matérn 3564 ± 14.5 43426

Bayesian-SE 3533 ± 20.7 37283

SD
2
ME-hard 3673 ± 5.9★ 612

SD
2
ME-soft 3671 ± 4.3★ 568

AD
2
ME-hard 3714 ± 15.2★ 745

AD
2
ME-soft 3720 ± 19.8★ 671

superiority of adaptive discretization for online hyperparameter

optimization.

We then answer the second research question by running our

methods with different estimated non-stationarity ranging from 5

to 25. Except for the estimated non-stationarity, the other experi-

mental setup is the same as that in the above investigation of the

first research question. We plot the performance of our methods un-

der each estimated non-stationarity Γ̃ = 5, 10, 15, 20, 25 in Figure 1.

The curve of cumulative F-score versus estimated non-stationarity

varies slowly, which reveals that our methods are relatively robust

to the mismatch between the estimated non-stationarity and the

actual non-stationarity of the experimental environment.

Finally, we investigate the last research question. To this end, we

record the overall computation time of each algorithm, which is

also listed in Table 1 for saving space. The first observation is that

Bayesian optimization takes much longer time than the other algo-

rithms. This is due to the time-consuming operation of inverting

the covariance matrix, which makes the overall time complexity

of Bayesian optimization scale with 𝑂 (𝑇 3). By contrast, the other

algorithms all perform constant-time operations in each round,

leading to an overall time complexity of 𝑂 (𝑇 ). Further comparing

our methods with grid search, random search and Hyperband, we

see that the computation time of our methods are slightly higher,

which is acceptable in light of the improvement on online perfor-

mance. We can also observe that within our methods, soft-drop

weight configuration is more efficient than hard-drop weight con-

figuration, which is intuitive as the latter needs to additionally

maintain queues as discussed in Remark 4.1.

7.3 Online A/B Testing
The candidate generation is an important stage for search, recom-

mendation, and advertising on e-commerce platforms. In practice,

several candidate generation algorithms are always kept in online

service, each providing a set of candidate items for the subsequent

ranking stage. Among them, the vector-based candidate generation

algorithm has attracted much attention recently. As discussed in

Section 6, the performance of the vector-based candidate generation

algorithm heavily depends on the truncation threshold. A common

5 10 15 20 25
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Figure 1: Performance of our methods with different Γ̃

practice is to manually choose the truncation threshold based on

historical data, which may fail in the non-stationary environment.

We deployed our methods on an international e-commerce plat-

form, to optimize the truncation threshold of the vector-based can-

didate generation algorithm. In this platform, the queries are cat-

egorized into several disjointed classes according to their natural

categories. Thus, we run our methods for each category separately

to obtain meticulous thresholds. Our goal is to maximize the user

conversion rate, which is defined as the ratio of the buyer number

to the visitor number in the platform. Moreover, to decrease the

gap between the conversion rate of users and that of items, we

introduce a novel reward formulation where every arm benefits

from the conversion of the same user-query pair in the future 10

minutes time window. The results of online A/B testing demon-

strate that compared to the manually fine-tuning, our methods gain

2.24% more user conversion rate and 2.38% more GMV per visitor

over 14 days.

8 CONCLUSION AND FUTUREWORK
In this paper, we propose a novel bandit-type formulation for online

hyperparameter optimization, where each hyperparameter config-

uration is viewed as an arm and the algorithmic performance is

modelled as reward. We name the proposed bandit formulation as

non-stationary continuum-armed bandits, for which we develop

two effective and efficient methods. Theoretically, we prove that

both of our methods can achieve sub-linear dynamic regret bounds,

which, to the best of our knowledge, is the first theoretical result for

continuum-armed bandits in non-stationary environments and may

be of independent interest. We also empirically demonstrate the ef-

fectiveness and efficiency of our methods by extensive experiments

on both public advertising dataset and online A/B testing.

Currently, we only consider online optimization of single hy-

perparameter. While multiple hyperparameters can be optimized

separately by our methods, the correlation structure between dif-

ferent hyperparameters remains to be investigated. We leave the

study of online and joint optimization of multiple hyperparameters

as a future work.
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A PROOF OF LEMMA 2
Proof. Fix an epoch 𝑖 , a round 𝑡 ∈ [𝜏𝑖 + 2𝜆, 𝜏𝑖+1), and an ac-

tive arm 𝑎 ∈ A𝑡 . Let 𝑡
′
be the last round when 𝑎 is pulled, i.e.,

𝐼𝑡 ′ = 𝑎 and 𝑎 ∉ {𝐼𝑡 ′+1, . . . , 𝐼𝑡−1}. If 𝑡 ′ < 𝑡 − 𝜆, we have 𝜉𝑡 (𝑎) =√︃
log (2𝑡1.5/𝛿0.5)/∑𝑡−1

𝑠=𝑡−𝜆 1[𝐼𝑠 = 𝑎] = +∞. Thus, the inequality

𝜋𝜉𝑡 (𝑎) ≥ Δ𝑖 (𝑎) trivially holds.

Below, we consider the case 𝑡 ′ ≥ 𝑡 − 𝜆. On the one hand, since

(10) is guaranteed throughout the 𝑇 rounds, there must exist an
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active arm 𝑎′ ∈ A𝑡 ′ such that its covering interval contains the

optimal arm 𝑜∗
𝑖
, i.e., 𝑜∗

𝑖
∈ [𝑎′−𝜉𝑡 ′ (𝑎′), 𝑎′+𝜉𝑡 ′ (𝑎′)]. By the Lipschitz

continuity of mean reward function, we have

𝜇𝑡 ′ (𝑜∗𝑖 ) − 𝜇𝑡 ′ (𝑎′) ≤ |𝑜∗𝑖 − 𝑎′ | ≤ 𝜉𝑡 ′ (𝑎′). (18)

On the other hand, according to the arm selection rule in (11),

𝐼𝑡 ′ = 𝑎 implies 𝜇𝑡 ′ (𝑎) + 2𝜉𝑡 ′ (𝑎) ≥ 𝜇𝑡 ′ (𝑎′) + 2𝜉𝑡 ′ (𝑎′) . As 𝑡 ′ ≥ 𝑡 − 𝜆,

we have 𝑡 ′ ≥ 𝜏𝑖 + 𝜆 and hence 𝑡 ∈ T . Applying Lemma 1 gives

𝜇𝑡 ′ (𝑎) − 𝜇𝑡 ′ (𝑎) ≤ 𝜉𝑡 ′ (𝑎) and 𝜇𝑡 ′ (𝑎′) − 𝜇𝑡 ′ (𝑎′) ≤ 𝜉𝑡 ′ (𝑎′). By these

three inequalities, we obtain

𝜇𝑡 ′ (𝑎) + 3𝜉𝑡 ′ (𝑎) ≥ 𝜇𝑡 ′ (𝑎′) + 𝜉𝑡 ′ (𝑎′) . (19)

Combining (18) and (19) leads to Δ𝑖 (𝑎) = 𝜇𝑡 ′ (𝑜∗𝑖 )−𝜇𝑡 ′ (𝑎) ≤ 3𝜉𝑡 ′ (𝑎) .
Finally, if 𝑎 is pulled not more than ten times during [𝑡 ′−𝜆, 𝑡 ′−1],

we have

∑𝑡−1
𝑠=𝑡−𝜆 1[𝐼𝑠 = 𝑎] ≤ 11 and hence 𝜋𝜉𝑡 (𝑎) ≥ 1 ≥ Δ𝑖 (𝑎) .

Otherwise, we have 𝜉𝑡 (𝑎)/𝜉𝑡 ′ (𝑎) ≥
√︁
11/12 ≥ 3/𝜋 . □
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