
We find that the 𝑡𝑡-layer casForest model is defined by a recursive formula

The entire additive cascade model is defined as follows

Since we formulate casForest as an additive model, we utilize the reweighting 
approach to minimize the expected margin distribution loss

where the margin distribution loss function       is designed to utilize the first-
and second-order statistics of margins.
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Background

By realizing that the essence of deep learning lies in the layer-by-layer
processing, in-model feature transformation, and sufficient model complexity,
recently Zhou & Feng propose the deep forest model and the gcForest
algorithm to achieve forest representation learning. It can achieve excellent
performance on a broad range of tasks, and can even perform well on small or
middle-scale of data.
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Results

Optimization

Remark 1. From Theorem 1, we know that the gap between the generalization 
error and empirical loss is generally bounded by the rate 
, which shows minimizing the margin ratio is the key to good generalization.
Remark 2. The hypothesis term admits an explicit dependency on
the mixture coefficients. Though some hypothesis sets used for learning could
have large complexity, it will not be detrimental to generalization when the
corresponding mixture weight is relatively small.

The casForest model can be formalized as follows. We use a quadruple form

𝜙𝜙𝑡𝑡 is the function returned by the random forests block (Algorithm 1).
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