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Abstract

Ensemble learning is among the state-of-the-art learning techniques, which trains and combines many base learners. Ensemble pruning removes some of the base learners of an ensemble, and has been shown to be able to further improve the generalization performance. However, the two goals of ensemble pruning, i.e., maximizing the generalization performance and minimizing the number of base learners, can conflict when being pushed to the limit. Most previous ensemble pruning approaches solve objectives that mix the two goals. In this paper, motivated by the recent theoretical advance of evolutionary optimization, we investigate solving the two goals explicitly in a bi-objective formulation and propose the PEP (Pareto Ensemble Pruning) approach. We disclose that PEP does not only achieve significantly better performance than the state-of-the-art approaches, and also gains theoretical support.

Introduction

Ensemble methods (Zhou 2012) are a kind of powerful machine learning approaches, which train and combine multiple base learners for one single learning task. They usually achieve the state-of-the-art prediction performance, and thus have been widely applied. Instead of combining all the trained base learners of an ensemble, ensemble pruning (Tsoumakas, Partalas, and Vlahavas 2009) selects only a subset of base learners to use. Obviously, reducing the composing base learners can save the storage space and accelerate the prediction speed. Furthermore, it has been shown that the pruned ensemble can have a better generalization performance than the whole ensemble (Zhou, Wu, and Tang 2002; Zhang, Burer, and Street 2006).

Previous ensemble pruning techniques can be categorized into two branches, the ordering-based pruning and the optimization-based pruning. The ordering methods (Martínez-Muñoz, Hernández-Lobato, and Suárez 2009; Partalas, Tsoumakas, and Vlahavas 2012) commonly start from an empty set and then iteratively add a base learner optimizing a certain objective. The sequence of being added into the pruned ensemble gives an order of the base classifiers, the front classifiers of which constitute the final ensemble. Different ordering methods are mainly different on the choice of the objective, which can be minimizing the error (Margineantu and Dietterich 1997), maximizing the diversity (Banfield et al. 2005), or combining the both (Li, Yu, and Zhou 2012). Many studies have shown that they can achieve a good pruned ensemble efficiently (Martínez-Muñoz, Hernández-Lobato, and Suárez 2009; Hernández-Lobato, Martínez-Muñoz, and Suárez 2011). The optimization-based pruning formulates the ensemble pruning as an optimization problem which aims at finding a subset of base learners with the best generalization performance. Different optimization techniques have been employed, e.g., semi-definite programming (Zhang, Burer, and Street 2006), quadratic programming (Li and Zhou 2009) and heuristic optimization such as genetic algorithms (Zhou, Wu, and Tang 2002) and artificial immune algorithms (Castro et al. 2005). The heuristic methods use some trial-and-error style heuristics to directly search in the solution space. They were believed to be powerful, but their performance had no theoretical support. Moreover, empirical results have shown that the size of the pruned ensemble by heuristic methods is often much larger than that by ordering methods (Zhou, Wu, and Tang 2002; Li and Zhou 2009).

Ensemble pruning naturally bears two goals simultaneously, maximizing the generalization performance and minimizing the number of learners. When pushing to the limit, the two goals are conflicting, as overly fewer base learners lead to a poor performance. In order to achieve both a good performance and a small ensemble size, previous ensemble pruning approaches solve some objectives that mix the two goals. But recently, it has been revealed that, when dealing with multiple objectives via evolutionary optimization, explicit consideration of every goal in a multi-objective formulation can be quite helpful (Yu, Yao, and Zhou 2012).

This paper investigates the explicit bi-objective formulation of ensemble pruning, and proposes the PEP (Pareto Ensemble Pruning) approach. PEP solves the bi-objective formulation of ensemble pruning by an evolutionary Pareto optimization method combined with a local search operator. Firstly, we show theoretically that PEP is superior to the ordering methods in both performance and size. Then, the em-
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empirical studies support that PEP is significantly better than the state-of-the-art approaches. Finally, we apply PEP in the application on mobile human activity recognition.

The rest of the paper presents the PEP approach, the theoretical studies, the empirical studies, the application, and the conclusion in subsequent sections.

The PEP Approach

Given a data set $D = \{(x_i, y_i)\}_{i=1}^{n}$ and a set of $n$ trained base classifiers $H = \{h_i\}_{i=1}^{n}$, where $h_i : \mathcal{X} \rightarrow \mathcal{Y}$ maps the feature space $\mathcal{X}$ to the label space $\mathcal{Y}$, let $H_s$ denote a pruned ensemble with the selector vector $s \in \{0, 1\}^n$, where $s_i = 1$ means that the base classifier $h_i$ is selected. The ensemble pruning simultaneously optimizes some performance measure $f$ related to the generalization error of $H_s$ and minimizes the size of $H_s$ which is simply counted as $|s| = \sum_{i=1}^{n} s_i$.

Instead of optimizing a mixture objective of these two goals, we investigate directly solving the bi-objective ensemble pruning problem, which is formulated as

$$\arg \min_{s \in \{0, 1\}^n} \{f(H_s), |s|\}.$$ 

In the bi-objective formulation, the objective function, i.e., $(f(H_s), |s|)$, gives to any candidate solution $s$ a non-scalar value but a vector. For example, a pruning solution which results in 0.2 value of the employed $f$ function and 10 classifiers will have the objective vector $(0.2, 10)$. Unlike single-objective optimization, the objective vector makes the comparison between two solutions not straightforward, because it is possible that one solution is better on the first dimension while the other is better on the second dimension. Therefore, the domination relationship is usually used for this special situation. Definition 1 introduces the domination relationship in bi-objective (i.e., two objectives) minimization case.

Definition 1 (Domination). Let $g = (g_1, g_2) : \mathcal{S} \rightarrow \mathbb{R}^2$ be the objective vector. For two solutions $s, s' \in \mathcal{S}$:

1. $s$ weakly dominates $s'$ if $g_1(s) \leq g_1(s')$ and $g_2(s) \leq g_2(s')$, denoted as $\succeq_g$;
2. $s$ dominates $s'$ if $s \succeq_g s'$ and either $g_1(s) < g_1(s')$ or $g_2(s) < g_2(s')$, denoted as $\succeq_g$.

Consequently, a bi-objective optimization problem may not have a single optimal solution, but instead have a set of Pareto optimal solutions. A solution $s$ is Pareto optimal if there is no other solution in $\mathcal{S}$ that dominates $s$.

We propose the PEP (Pareto Ensemble Pruning) approach as presented in Algorithm 1 to solve the bi-objective ensemble pruning problem. PEP is inspired by a multi-objective evolutionary algorithm, which has been shown to be among the best-so-far algorithms for approximating some NP-hard problems (Yu, Yao, and Zhou 2012). It firstly generates a random solution, and puts it into the candidate solution set $P$; and then follows a cycle to improve the solutions in $P$ iteratively. In each iteration, a solution $s$ is randomly selected from $P$; and is then perturbed to generate a new solution $s'$; if $s'$ is not dominated by any solution in $P$, $s'$ is added into $P$ and at the same time solutions in $P$ that are weakly dominated by $s'$ get removed.

As PEP is inspired by evolutionary algorithms, which usually focus on global exploration but may not utilize the local information well, a local search is incorporated into PEP to improve the quality of the new candidate solution in order to improve its efficiency. We employ the VDS (Lin and Kernighan 1973), short for the variable-depth search as described in Algorithm 2. It is known for the TSP problem as the Lin-Kernighan strategy. The VDS performs a sequence of greedy local moves, each of which chooses the best local solution. To prevent loops in the moves, it keeps a set $L$ to record the moved directions. We apply the VDS to the newly included solution $s'$ (i.e., step 8 of Algorithm 1), and the generated solutions are then used to update $P$.

Algorithm 1 (PEP). Given a set of trained classifiers $H = \{h_i\}_{i=1}^{n}$, an objective $f : 2^\mathcal{H} \rightarrow \mathbb{R}$ and an evaluation criterion $\text{eval}$, it contains:

1. Let $g(s) = (f(H_s), |s|)$ be the bi-objective.
2. Let $s = \text{randomly selected from} \{0, 1\}^n$ and $P = \{s\}$.
3. Repeat
4. Select $s \in P$ uniformly at random.
5. Generate $s'$ by flipping each bit of $s$ with prob. $\frac{1}{n}$.
6. If $\exists z \in P$ such that $z \succ_g s'$, then $P = (P - \{z \in P \mid s' \preceq_g z\}) \cup \{s'\}$.
7. $Q = \text{VDS}(f, s', P)$.
8. For $q \in Q$.
9. If $\exists z \in P$ such that $z \succ_g q$, then $P = (P - \{z \in P \mid q \succeq_g z\}) \cup \{q\}$.
10. Output $\text{arg \min}_{s \in P} \text{eval}(s)$.

Algorithm 2 (VDS Subroutine). Given a pseudo-Boolean function $f$ and a solution $s$, it contains:

1. $Q = \emptyset$, $L = \emptyset$.
2. Let $N(\cdot)$ denote the set of neighbor solutions of a binary vector with Hamming distance 1.
3. While $V_s = \{y \in N(s) \mid (y_i \neq s_i \Rightarrow i \notin L)\} \neq \emptyset$.
4. Choose $y \in V_s$ with the minimal $f$ value.
5. $Q = Q \cup \{y\}$.
6. $L = L \cup \{i \mid y_i = s_i\}$.
7. $s = y$.
8. Output $Q$.

It is noticeable that the VDS subroutine only considers the objective $f$ but not the other objective. One could think if this will bias the search toward one objective. Since the selection (i.e., steps 6-7 and 9-11) determines the search direction, the VDS is used only to generate more potential candidate solutions for the selection in PEP, but will not effect the search direction.

After a set of Pareto optimal solutions to the bi-objective formulation of ensemble pruning has been solved, we can select out one final solution according to our preference, which is done through optimizing some evaluation criterion at the last step of Algorithm 1.

On the choice of the performance measure $f$, since the generalization performance is hard to be measured directly, an alternative way is to use the error directly on the training set or on a validation data set (Margineantu and Dietterich 1997; Zhou, Wu, and Tang 2002; Caruana et al. 2004). Other criteria have also been introduced to guide the pruning, such as the diversity measures. A representative is the $\kappa$-statistics
used in the Kappa pruning method (Banfield et al. 2005), which calculates the difference of two classifiers from their disagreements on a data set. Several diversity measures have been proposed (Brown et al. 2005) and have been shown to be connected to the generalization performance (Li, Yu, and Zhou 2012). A measure combining the data error and the diversity measure has been shown to lead to the state-of-the-art performance (Li, Yu, and Zhou 2012).

When selecting the final solution out of the Pareto optimal set, the choice of the eval criterion could be application dependent. When the model size is sensitive, the selection should be among only those with small number of classifiers; otherwise it should lean to the performance measure.

Theoretical Analysis

This section investigates the effectiveness of PEP by comparing it theoretically with the ordering-based ensemble pruning methods, briefly called OEP. Algorithm 3 presents a common structure of OEP, where the objective is to guide the search and an evaluation criterion (usually using the validation error) is employed to select the final ensemble.

**Algorithm 3 (OEP).** Given trained classifiers $H = \{h_i\}_{i=1}^n$, an objective $f:2^n \rightarrow \mathbb{R}$ and a criterion eval, it contains:

1. Let $H^S = \emptyset$, $H^U = \{h_1, h_2, \ldots, h_n\}$.
2. Repeat until $H^U = \emptyset$:
   3. $h^* = \arg\min_{h \in H^U} f(H^S \cup \{h\})$.
   4. $H^S = H^S \cup \{h^*\}$, $H^U = H^U - \{h^*\}$.
   5. Let $H^S = \{h_1^*, h_2^*, \ldots, h_i^*\}$, where $h_i^*$ is the classifier added in the $i$-th iteration.
   6. Let $k = \arg\min_{1 \leq i \leq n} \text{eval}(\{h_1^*, h_2^*, \ldots, h_i^*\})$.
   7. Output $\{h_1^*, h_2^*, \ldots, h_k^*\}$.

In the following subsections, we firstly show that, for any pruning instance, PEP can produce a solution at least as good as that by OEP. We then show that PEP is strictly better than OEP on some cases. Furthermore, we show that traditional heuristic single-objective optimization based pruning methods (briefly called SEP) can be much worse than PEP/OEP.

**PEP Can Do All of OEP**

We prove in Theorem 1 that for any pruning task, PEP can efficiently produce a solution at least as good as that by OEP in both the performance and the size. The optimization time is counted as the number of pruned ensemble evaluations, which is often the most time consuming step.

**Theorem 1.** For any objective and any size, PEP within $O(n^4 \log n)$ expected optimization time can find a solution weakly dominating that generated by OEP at the fixed size.

The proof idea is that, first PEP can find the special solution $\{0\}^n$ (i.e., none of the classifiers is selected) efficiently; then PEP can apply VDS on $\{0\}^n$ to follow the process of OEP; and thus PEP can produce a solution at least as good as that by OEP. Lemma 1 bounds the time for finding the special solution $\{0\}^n$. Let $P_{max}$ denote the largest size of $P$ in PEP during the optimization.

**Lemma 1.** The expected iterations of PEP for finding $\{0\}^n$ is $O(P_{max}^2 \log n)$.

**Proof.** Let $i = \min\{|s| \mid s \in P\}$, i.e., the minimal number of 1 bits for solutions in $P$. It is easy to see that $i$ cannot increase because a solution with more 1 bits cannot weakly dominate a solution $s$ with $|s| = i$. Once a solution $s'$ with $|s'| < i$ is generated, it will always be accepted, because it is better on the size objective and no other solution in $P$ can dominate it. Thus, $i$ can decrease by 1 in one iteration with probability at least $\frac{1}{P_{max} \cdot \log(1 - \frac{1}{2^{i-1}})}$, because it is sufficient to select a solution $s$ with $|s| = i$ from $P$, whose probability is at least $\frac{1}{P_{max}}$, and then flip just one bit, whose probability is $\frac{1}{2^{i-1}}$. By summing up $E[i]$, an upper bound $\sum_{i=1}^n E[i] \leq \sum_{i=1}^n i P_{max}^2 \log n / i \in O(P_{max}^2 \log n)$ on the expected iterations for finding $\{0\}^n$ is derived. □

**Proof of Theorem 1.** We consider that the solution $\{0\}^n$ is generated in step 5 of Algorithm 1. As $\{0\}^n$ is Pareto optimal, it will go into the VDS process, which actually follows the process of OEP, since OEP starts from the empty set (i.e., $\{0\}^n$), and iteratively adds one classifier (i.e., changes one bit from 0 to 1) minimizing $f$. Denote $s^*$ as the solution generated by OEP. The set of solutions $Q$ output by VDS thus must contain $s^*$. Then, $s^*$ will be used to update $P$ as in steps 9-11 of Algorithm 1; this will make $P$ always contain a solution weakly dominating $s^*$.

Thus, we only need to analyze the expected iterations until $\{0\}^n$ is generated by step 5. We consider two cases. If the initial solution is $\{0\}^n$ which will never be removed as it is Pareto optimal, $\{0\}^n$ can be regenerated by step 5 with probability at least $\frac{1}{P_{max}} (1 - \frac{1}{2^n})^n$, since it is sufficient to select $\{0\}^n$ from $P$, whose probability is at least $\frac{1}{P_{max}}$, and then flip no bits, whose probability is $(1 - \frac{1}{2^n})^n$. Thus, in this case the expected iterations is at most $P_{max} (1 - \frac{1}{2^n})^n \leq 2eP_{max}$.

Otherwise, the expected iterations is $O(P_{max}^2 \log n)$ by Lemma 1. Since any two solutions in $P$ are incomparable, there exists at most one corresponding solution in $P$ for each possible size. Thus, $P_{max} \leq n + 1$ since the size $|s| \in \{0, 1, \ldots, n\}$. Then, the expected iterations for generating $\{0\}^n$ is $O(n^4 \log n)$.

For each iteration of PEP, the optimization time is at most $1$ (i.e., evaluating $s'$) + that of VDS. The VDS takes $n$ local moves since after every local move one index is added to $L$, and each local move performs at most $n$ evaluations since $|V_s| \leq n$. Thus, the optimization time of one iteration is $O(n^2)$, which implies that the expected time for finding a solution weakly dominating $s^*$ is $O(n^4 \log n)$.

**PEP Can Do Better Than OEP**

We consider binary classification (i.e., $\mathcal{Y} = \{-1, 1\}$), voting for combining base classifiers, and taking the validation data set error as the performance objective $f$ and also the evaluation criterion. The validation error is calculated as

$$f(H_s) = \frac{1}{m} \sum_{i=1}^m I(H_s(x_i) \neq y_i),$$

(1)
where \( I(\cdot) \) is the indicator function that is 1 if the inner expression is true and 0 otherwise. Let \( \mathcal{f}(H_{\mathcal{g} = \{0\}^n}) = +\infty \) to ensure that at least one classifier will be selected.

Theorem 2 shows that, for the type of pruning tasks described in Situation 1, PEP can find the optimal pruned ensemble within polynomial time, while OEP only finds a suboptimal one with larger error, or larger size, or both.

In this setting, a pruned ensemble \( H_s \) is composed as

\[
H_s(x) = \arg \max_{y \in \mathcal{Y}} \sum_{i=1}^{n} s_i \cdot I(h_i(x) = y).
\]

We define the difference of two classifiers as

\[
\text{diff}(h_i, h_j) = \frac{1}{m} \sum_{k=1}^{m} (1 - h_i(x_k)h_j(x_k)) / 2,
\]

and the error of one classifier as

\[
\text{err}(h_i) = \frac{1}{m} \sum_{k=1}^{m} (1 - h_i(x_k)y_k) / 2.
\]

Both of them \( \in [0,1] \). If \( \text{diff}(h_i, h_j) = 1 \) (or 0), \( h_i \) and \( h_j \) always make the opposite (or same) prediction: if \( \text{err}(h_i) = 1 \) (or 0), \( h_i \) always makes the wrong (or right) prediction.

In situation 1, the optimal pruned ensemble consists of 3 base classifiers (i.e., \( H' \)); each makes different mistakes, and the combination leads to zero error. The proof of Theorem 2 is mainly that OEP will first select the base classifier \( h^* \) with the smallest error due to the greedy nature and will be misled by it, while PEP can first efficiently find the pruned ensemble \( \{h^*\} \), and then applying VDS on it can produce the optimal pruned ensemble \( H' \) with a large probability.

**Situation 1.**

\[
\exists H' \subseteq H, |H'| = 3 \land \forall g, h \in H', \text{diff}(g,h) = \text{err}(g) + \text{err}(h);
\]

\[
\forall h^* \in H - H', \left\{ \begin{array}{l}
\text{err}(h^*) < \min \{\text{err}(h) | h \in H'\},

\forall h \in H', \text{diff}(h, h^*) < \text{err}(h) + \text{err}(h^*);

\forall g \in H - H' - \{h^*\}, \text{err}(g) > \max \{\text{err}(h) | h \in H'\}
\end{array} \right.
\]

\[
\land \text{err}(g) + \text{err}(h^*) - \text{diff}(g,h^*) > (\min + \max) \{\text{err}(h) + \text{err}(h^*) - \text{diff}(h,h^*) | h \in H'\}.
\]

**Theorem 2.** In Situation 1, OEP using Eq.1 finds a solution with objective vector \((2,0,3)\) where the two equalities never hold simultaneously, while PEP finds a solution with objective vector \((0,3)\) in \(O(n^4 \log n)\) expected time.

**Proof.** Without loss of generality, assume \( h^* = h_1, H' = \{h_2, h_3, h_4\} \) and \( \text{err}(h_2) = \min \{\text{err}(h) | h \in H'\} \). Let \( d_i = (\text{err}(h_1) + \text{err}(h_i) - \text{diff}(h_1, h_i)) / 2 \), i.e., the ratio of the same mistakes made by \( h_1 \) and \( h_i \), and then \( d_i > 0 \). Assume \( d_3 \leq d_4 \). Denote \( B_j \in \{0,1\}^j \) as a Boolean vector of length \( j \).

For OEP, it follows such an optimization path:

\[
\{0\}^n \rightarrow \{0\}^{n-1} \rightarrow \{0\}^{n-2} \rightarrow \{0\}^{n-3} \rightarrow \{0\}^{n-4} \rightarrow \cdots
\]

The corresponding cost value changes as: \( +\infty \rightarrow \text{err}(h_1) \rightarrow (\text{err}(h_1) + \text{err}(h_2)) / 2 \rightarrow d_2 + d_3 \rightarrow (d_2 + d_3 + d_4) / 2 \rightarrow 0 \).

The 1st \( \rightarrow \) is because \( h_1 \) has the smallest error; the 2nd is because the error of combining two classifiers is their average error and thus \( h_2 \) with the smallest error in the remaining classifiers is selected; the 3rd is by \( \text{err}(111\{0\}^{n-3}) = d_2 + d_3 \leq \text{err}(111\{0\}^{n-4}) = d_2 + d_4 \) and \( \forall s \in \{1110B_{n-4} | [B_{n-4} = 1]\} \), \( \text{err}(s) > (\max + \min) \{d_2, d_3, d_4\} \geq d_2 + d_3; \)

the 4th is by \( \forall s \in \{1110B_{n-4} | [B_{n-4} = 1]\} \), \( \text{err}(s) > (d_2 + d_3 + (\max + \min) \{d_2, d_3, d_4\} / 2) \rightarrow (d_2 + d_3 + d_4) / 2 = \text{err}(1110\{0\}^{n-4}) \). Since \( (\text{err}(h_1) + \text{err}(h_2)) / 2 > \text{err}(h_1) \) and \( d_2 + d_3, \) OEP will output a solution with objective vector \((d_2 + d_3, 3), ((d_2 + d_3 + d_4) / 2, 4) \) or \((2, 0, 3)\).

For PEP, by Lemma 1, the expected iterations for finding \( \{0\}^n \) is \( O\left(P_{\text{max}}^n \log n\right) \). Then, \( \{0\}^{n-1} \) will be generated in one iteration with probability at least \( \frac{1}{\max} \left(1 - \frac{1}{n}\right)^{n-1} \geq \frac{1}{\max \text{err} \times \text{PEP}} \), since it is sufficient to select \( \{0\}^n \) from \( P \) and flip just the first 0 bit. Because \( \{0\}^{n-1} \) is Pareto optimal, it will always keep in \( P \). Once it is regenerated by step 5 of Algorithm 1, whose probability is at least \( \frac{1}{\max} \left(1 - \frac{1}{n}\right)^n \), it will go into the VDS process, and with probability \( \Omega \left(\frac{1}{n^2}\right) \), the solution path found by VDS on \( \{0\}^{n-1} \rightarrow 1110\{0\}^{n-3} \rightarrow 1111\{0\}^{n-4} \rightarrow 0111\{0\}^{n-4} \rightarrow \cdots \).

The corresponding objective vector changes as:

\[
(\text{err}(h_1), 1) \rightarrow ((\text{err}(h_1) + \text{err}(h_2)) / 2, 2) \rightarrow (d_2 + d_3), 3)
\rightarrow ((d_2 + d_3 + d_4) / 2, 4) \rightarrow (0, 3) \rightarrow (0, 4, 4).
\]

Note that \( P_{\text{max}} \leq n + 1 \). Thus, the expected time for finding the optimal solution \( 0111\{0\}^{n-4} \) with objective vector \((0, 3)\) is \( O\left(P_{\text{max}}^n \log n + P_{\text{max}}^n + P_{\text{max}}^n \cdot O(n^2)\right) \), i.e., \( O\left(n^4 \log n\right) \).

**PEP/OEP Can Do Better Than SEP**

Heuristic optimization methods like evolutionary algorithms (EAs) (Bäck 1996) have been employed for solving the ensemble pruning in a single-objective formulation that mixes the two goals, which are briefly called SEP. GASEN (Zhou, Wu, and Tang 2002) is probably the first such method, and several other methods (e.g., artificial immune algorithms (Castro et al. 2005)) have also been proposed. However, it was unknown theoretically how well these optimization methods can be. Taking an EA presented in Algorithm 4 (He and Yao 2001; Auger and Doerr 2011) as a representative SEP, we prove in Theorem 3 that, for the type of pruning tasks described in Situation 2, OEP (and thus PEP due to Theorem 1) can find the optimal pruned ensemble efficiently but SEP needs at least exponential optimization time.

**Algorithm 4 (SEP).** Given a set of trained classifiers \( H = \{h_i\}_{i=1}^n \) and an objective function \( f: \mathcal{H} \to \mathbb{R} \), it contains:

1. \( s = \) randomly selected from \( \{0,1\}^n \).
2. **Repeat** until the termination condition is met:
3. Generate \( s' \) by flipping each bit of \( s \) with probability \( \frac{1}{n} \).
4. if \( f(H_{s'}) \leq f(H_s) \) then \( s = s' \).
5. **Output** \( s \).

In Situation 2, all base classifiers make the same predictions except one that makes fewer mistakes. Without loss of generality, assume \( H' = \{h_2, \ldots, h_n\} \). Let \( \text{err}(h_1) = c_1 \) and \( \text{err}(h \in H') = c_2 \), where \( c_1 < c_2 \). Then, the objective function of Eq.1 is

\[
f(H_s) = \begin{cases} +\infty, & \text{if } s = \{0\}^n, \\
1, & \text{if } s = \{1\}^{n-1}, \\
\frac{c_1 + c_2}{2}, & \text{if } |s| = 2 \land s_1 = 1, \\
c_2, & \text{otherwise.}
\end{cases}
\]
The main proof idea of Theorem 3 is that OEP can easily find the optimal solution $1\{0\}^{n-1}$ by the first greedy step, while SEP almost performs a random walk on a plateau and thus is inefficient. The proof needs Lemma 2, which is the drift analysis tool for deriving the optimization time of Markov chains, and note that the analyzed SEP (i.e., EA) is commonly modeled as a Markov chain (He and Yao 2001; Auger and Doerr 2011).

**Situation 2.**

\[ H' \subseteq H, |H'| = n - 1 \Leftrightarrow g, h \in H', \text{diff}(g, h) = 0; \]

\[ \text{err}(H - H') < \text{err}(H \in H'). \]

**Lemma 2.** (Oliveto and Witt 2011) Let $X_t (t \geq 0)$ be the random variable describing a Markov process over a finite state space $S \subseteq \mathbb{R}_+^n$, and denote $\Delta(i) = (X_{t+1} - X_t) | X_t = i$ for $i \in S$ and $t \geq 0$. Suppose there exist an interval $[a, b]$, two constants $\delta, \epsilon > 0$ and, possibly depending on $l := b - a$, a function $r(l)$ satisfying $1 \leq r(l) = o(l/\log l)$ such that for all $t \geq 0$ the following two conditions hold:

1. $E(\Delta(t)) \geq \epsilon$ for $a < i < b$;
2. $P(\Delta(t) \geq \epsilon) \geq r(l) / (1 + \delta)^t$ for $i > a$ and $t \in \mathcal{N}_0$.

Then there is a constant $c^* > 0$ such that for $T^* = \min\{t \geq 0 : X_t \leq a \cup X_t \geq b\}$ it holds

\[ P(T^* \leq 2^{\frac{\epsilon}{\log l}}) = 2^{-\Omega(\frac{\epsilon}{\log l})}. \]

**Theorem 3.** In Situation 2, OEP using Eq.1 finds the optimal solution in $O(n^2)$ optimization time, while the time of SEP is at least $2^{\Omega(n)}$ with probability $1 - 2^{-\Omega(n)}$.

**Proof.** For OEP, according to the objective $f$, it will follow such an optimization path:

\[ \{0\}^n \rightarrow 1\{0\}^{n-1} \rightarrow 1B_{n-1}, |B_{n-1}| = 1 \rightarrow \ldots. \]

The corresponding objective value changes as

\[ +\infty \rightarrow c_1 \rightarrow (c_1 + c_2) / 2 \rightarrow c_2. \]

Thus, it outputs the optimal solution $1\{0\}^{n-1}$. Its optimization time is fixed. In the $i (1 \leq i \leq n)$-th iteration of Algorithm 3, it needs to evaluate and compare $n - i + 1$ pruned ensembles, which are generated by combining the current pruned ensemble with any of the $n - i + 1$ unselected classifiers. Thus, the total optimization time is $\sum_{i=1}^{n} n - i + 1 = n(n + 1)/2$, i.e., $O(n^2)$.

For SEP where a new solution is generated based on the current solution, we can model it by a Markov chain and use Lemma 2 to prove. Let $a = 2, b = n/3$, and let $X_t = |s|$ be the number of 1 bits of the current solution. Let $\mu(t \rightarrow j)$ be the probability of generating $|s'| = j$ from $|s| = i$ by step 3 of Algorithm 4.

For any $a < i < b$, we have

\[ E(\Delta_i) = \sum_{j=1}^{n} \mu(t \rightarrow j) \cdot j + \mu(t \rightarrow 0) \cdot i - i \]

\[ \geq \sum_{j=0}^{n} \mu(t \rightarrow j) \cdot j - i \cdot (n - i) \cdot \frac{1}{n} + i \cdot (1 - \frac{1}{n}) \cdot i \geq \frac{1}{3}, \]

where the 1st equality is because any solution except $\{0\}^n$ has at most the same objective value as a solution $s$ with $|s| = i > 2$, and then is always accepted; the 2nd equality is by applying the linearity of expectation on $\sum_{j=1}^{n} \mu(t \rightarrow j) \cdot j = E(\sum_{i=1}^{n} s_i)$, which is actually the expected number of 1 bits of the new solution generated by step 3 of Algorithm 4.

To make $\Delta_i(i) \geq j$, it is necessary to flip at least $j$ bits. Thus, we have

\[ P(|\Delta_i(i)| \geq j) \leq \frac{n}{j} \leq \frac{1}{j^2} \leq \frac{2}{2^j}. \]

Thus, the conditions of Lemma 2 hold with $\epsilon = \frac{1}{2^n}, \delta = 1$ and $r(l) = 2$. We can then get $P(T^* \geq 2^\Omega(n)) = 1 - 2^{-\Omega(n)}$, where $T^* = \min\{t \geq 0 : X_t \leq 2 \cup X_0 \geq 2\}$ and then is always accepted; the 2nd equality is by Chernoff bounds, $P(X_0 \geq \frac{2}{3}) = 1 - 2^{-\Omega(n)}$ due to the uniform distribution of initial solution. Thus, with probability $1 - 2^{-\Omega(n)}$, the optimization time for finding a solution $s$ with $|s| \leq 2$ is $2^\Omega(n)$, which is obviously an optimization time lower bound for finding the optimal solution $1\{0\}^{n-1}$. \(\square\)

**Empirical Study**

We conducted experiments on 20 binary and 10 multiclass data sets (Blake, Keogh, and Merz 1998), pruning the base classifiers trained by Bagging (Breiman 1996). To assess each method on each data set, we repeat the following process 30 times. The data set is randomly and evenly split into three parts, each as the training set, the validation set and the test set. A Bagging of 100 C4.5 decision trees (Quinlan 1993) is trained on the training set, then pruned by a pruning method using the validation set, and finally tested on the test set.

For PEP, the first goal is to minimize the validation error, which is also used as the evaluation criterion for the final ensemble selection. Two baselines are the full Bagging and the Best Individual (BI), which selects the best classifier according to the validation error. Five state-of-the-art ordering methods are compared, including Reduce-Error (RE) (Caruana et al. 2004), Kappa (Banfield et al. 2005), Complemenarity (CP) (Martínez-Muñoz, Hernández-Lobato, and Suárez 2009), Margin Distance (MD) (Martínez-Muñoz, Hernández-Lobato, and Suárez 2009), and DREP (Li, Yu, and Zhou 2012) methods. They mainly differ in their considered objectives relating to the generalization performance, and they all use the validation error as the evaluation criterion for selecting the final ensemble. As a representative heuristic single-objective optimization method, an EA (Bäck 1996) is compared, which is similar to Algorithm 4 except that it generates and maintains $n$ solutions in each iteration, minimizing the validation error. The parameter $p$ for MD is set to be 0.075 (Martínez-Muñoz, Hernández-Lobato, and Suárez 2009), and the parameter $\rho$ of DREP is selected from $\{0.2, 0.25, \ldots, 0.5\}$ (Li, Yu, and Zhou 2012). The number of iterations for PEP is set to be $\lceil n^2 \log n \rceil$ (the total number of evaluations $O(n^4 \log n)$ divided by the number of evaluations in each iteration $O(n^2)$, as suggested by Theorems 1&2). For the fairness of comparison, the number of iterations for EA is set to be $\lceil n^2 \log n \rceil$ so that it costs the same number of evaluations as PEP.
Table 1: The test errors and the sizes (mean+std.) of the compared methods on 20 binary data sets. In each data set, the smallest values are bolded, and ‘◦’/‘*’ denote respectively that PEP is significantly better/worse than the corresponding method by the t-test with confidence level 0.05. In the rows of the count of the best, the largest values are bolded. The count of direct win denotes the number of data sets on which PEP has a smaller test error/size than the corresponding method (1 tie is counted as 0.5 win), where significant cells by the sign-test (Demšar 2006) with confidence level 0.05 are bolded.

<table>
<thead>
<tr>
<th>Data set</th>
<th>PEP</th>
<th>Bagging</th>
<th>BI</th>
<th>RE</th>
<th>Kappa</th>
<th>CP</th>
<th>MD</th>
<th>DREP</th>
<th>EA</th>
</tr>
</thead>
<tbody>
<tr>
<td>australian</td>
<td>1.44±0.20</td>
<td>1.43±0.17</td>
<td>1.52±0.23</td>
<td>1.44±0.20</td>
<td>1.43±0.21</td>
<td>1.45±0.22</td>
<td>1.48±0.22</td>
<td>1.44±0.19</td>
<td>1.45±0.20</td>
</tr>
<tr>
<td>breast-cancer</td>
<td>2.75±0.41</td>
<td>2.79±0.37</td>
<td>2.98±0.44</td>
<td>2.77±0.31</td>
<td>2.87±0.37</td>
<td>2.82±0.43</td>
<td>2.95±0.41</td>
<td>2.75±0.36</td>
<td>2.75±0.32</td>
</tr>
<tr>
<td>disorders</td>
<td>3.04±0.39</td>
<td>3.27±0.47</td>
<td>3.65±0.47</td>
<td>3.20±0.46</td>
<td>3.62±0.42</td>
<td>3.06±0.39</td>
<td>3.73±0.35</td>
<td>3.16±0.45</td>
<td>3.17±0.46</td>
</tr>
<tr>
<td>heart-statlog</td>
<td>1.97±0.37</td>
<td>1.95±0.38</td>
<td>2.35±0.49</td>
<td>1.87±0.44</td>
<td>2.01±0.38</td>
<td>1.99±0.44</td>
<td>2.26±0.48</td>
<td>1.94±0.44</td>
<td>1.96±0.32</td>
</tr>
<tr>
<td>house-votes</td>
<td>0.45±0.12</td>
<td>0.41±0.13</td>
<td>0.47±0.16</td>
<td>0.43±0.18</td>
<td>0.44±0.17</td>
<td>0.45±0.17</td>
<td>0.48±0.18</td>
<td>0.45±0.17</td>
<td>0.41±0.12</td>
</tr>
<tr>
<td>ionosphere</td>
<td>0.88±0.01</td>
<td>0.92±0.05</td>
<td>1.17±0.22</td>
<td>0.86±0.01</td>
<td>0.84±0.02</td>
<td>0.89±0.01</td>
<td>1.00±0.20</td>
<td>0.85±0.21</td>
<td>0.93±0.26</td>
</tr>
<tr>
<td>kr-vs-kp</td>
<td>0.10±0.03</td>
<td>0.15±0.07</td>
<td>0.11±0.04</td>
<td>0.10±0.04</td>
<td>0.10±0.03</td>
<td>0.11±0.03</td>
<td>0.11±0.05</td>
<td>0.11±0.03</td>
<td>0.12±0.04</td>
</tr>
<tr>
<td>letter-ah</td>
<td>0.03±0.05</td>
<td>0.21±0.06</td>
<td>0.02±0.08</td>
<td>0.15±0.06</td>
<td>0.12±0.06</td>
<td>0.15±0.06</td>
<td>0.17±0.07</td>
<td>0.04±0.05</td>
<td>0.17±0.06</td>
</tr>
<tr>
<td>letter-br</td>
<td>0.46±0.08</td>
<td>0.59±0.13</td>
<td>0.78±0.12</td>
<td>0.48±0.12</td>
<td>0.48±0.14</td>
<td>0.48±0.12</td>
<td>0.57±0.16</td>
<td>0.48±0.09</td>
<td>0.53±0.11</td>
</tr>
<tr>
<td>letter-oq</td>
<td>0.43±0.09</td>
<td>0.49±0.12</td>
<td>0.78±0.17</td>
<td>0.46±0.11</td>
<td>0.42±0.11</td>
<td>0.42±0.10</td>
<td>0.46±0.11</td>
<td>0.44±0.10</td>
<td>0.44±0.11</td>
</tr>
<tr>
<td>optdigits</td>
<td>0.05±0.06</td>
<td>0.38±0.07</td>
<td>0.95±0.08</td>
<td>0.36±0.06</td>
<td>0.35±0.05</td>
<td>0.36±0.05</td>
<td>0.37±0.06</td>
<td>0.35±0.06</td>
<td>0.35±0.06</td>
</tr>
<tr>
<td>satimage-12×57</td>
<td>0.28±0.04</td>
<td>0.29±0.04</td>
<td>0.52±0.06</td>
<td>0.29±0.04</td>
<td>0.28±0.04</td>
<td>0.29±0.04</td>
<td>0.29±0.04</td>
<td>0.29±0.04</td>
<td>0.29±0.04</td>
</tr>
<tr>
<td>satimage-2×5</td>
<td>0.21±0.07</td>
<td>0.23±0.09</td>
<td>0.33±0.10</td>
<td>0.23±0.07</td>
<td>0.22±0.07</td>
<td>0.21±0.08</td>
<td>0.26±0.10</td>
<td>0.22±0.08</td>
<td>0.22±0.08</td>
</tr>
<tr>
<td>sick</td>
<td>0.15±0.03</td>
<td>0.18±0.04</td>
<td>0.18±0.06</td>
<td>0.16±0.03</td>
<td>0.17±0.03</td>
<td>0.16±0.03</td>
<td>0.17±0.03</td>
<td>0.16±0.03</td>
<td>0.17±0.03</td>
</tr>
<tr>
<td>sonar</td>
<td>0.24±0.56</td>
<td>0.26±0.52</td>
<td>0.31±0.51</td>
<td>0.26±0.49</td>
<td>0.24±0.59</td>
<td>0.25±0.48</td>
<td>0.28±0.55</td>
<td>0.27±0.56</td>
<td>0.25±0.41</td>
</tr>
<tr>
<td>spambase</td>
<td>0.65±0.06</td>
<td>0.68±0.07</td>
<td>0.93±0.08</td>
<td>0.66±0.06</td>
<td>0.66±0.06</td>
<td>0.66±0.06</td>
<td>0.68±0.07</td>
<td>0.65±0.06</td>
<td>0.66±0.06</td>
</tr>
<tr>
<td>tic-tac-toe</td>
<td>1.31±0.27</td>
<td>1.64±0.28</td>
<td>2.12±0.30</td>
<td>1.35±0.26</td>
<td>1.32±0.23</td>
<td>1.32±0.26</td>
<td>1.36±0.26</td>
<td>1.36±0.26</td>
<td>1.30±0.36</td>
</tr>
<tr>
<td>vehicle-bo-vs</td>
<td>0.23±0.01</td>
<td>0.28±0.06</td>
<td>0.257±0.25</td>
<td>0.26±0.02</td>
<td>0.233±0.02</td>
<td>0.24±0.02</td>
<td>0.244±0.02</td>
<td>0.234±0.02</td>
<td>0.230±0.04</td>
</tr>
<tr>
<td>vehicle-b-v</td>
<td>0.18±0.11</td>
<td>0.27±0.14</td>
<td>0.24±0.13</td>
<td>0.20±0.11</td>
<td>0.19±0.12</td>
<td>0.20±0.11</td>
<td>0.21±0.11</td>
<td>0.19±0.13</td>
<td>0.26±0.13</td>
</tr>
<tr>
<td>vote</td>
<td>0.04±0.18</td>
<td>0.047±0.18</td>
<td>0.046±0.16</td>
<td>0.044±0.17</td>
<td>0.041±0.16</td>
<td>0.043±0.16</td>
<td>0.045±0.14</td>
<td>0.043±0.19</td>
<td>0.05±0.15</td>
</tr>
</tbody>
</table>

| count of the best | 12 | 12 | 17 | 20 | 15.5 | 12.5 | 17 | 20 | 12.5 | 15.5 |

| Ensemble Size    | 12 | 20 | 15.5 | 12.5 | 17 | 20 | 15.5 |

On Binary Classification

Some of the binary data sets are generated from the original multiclass data sets: from letter, letter-ah classifies 'a', and unlike letter-br and letter-oq; optdigits classifies '0'~'9', against '5'~'9'; from satimage, satimage-12×57 classifies labels '1' and '2' against '5' and '7', and alike satimage-2×5; from vehicle, vehicle-bo-vs classifies 'bus' and 'opel' against 'van' and 'saab', and alike vehicle-b-v.

Table 1 lists the detailed results. Since it is improper to have a single summarization criterion over multiple data sets and methods, we employ the number of best, number of direct win that is a pairwise comparison followed by the sign-test (Demšar 2006), the t-test for pairwise comparison on each data set, and the rank (Demšar 2006). PEP achieves the smallest test error (or size) on 60% (12/20) of the data sets, while the other methods are less than 35% (7/20). By the sign-test with confidence level 0.05, PEP is significantly better than all the compared methods on size and all the methods except Kappa and DREP on test error, indicated by the rows “PEP: count of direct win”. Though the sign-test shows that Kappa and DREP are comparable, PEP is still better on more than 60% (12/20) data sets. From the t-test with significance level 0.05, of which significant better and worse are indicated by ‘◦’ and ‘*’, respectively, PEP is never significantly worse than the compared methods on test error, and has only two losses on size (on vehicle-bo-vs to CP and DREP). We also compute the rank of each method on each data set as in (Demšar 2006), which are stacked in
The aggregated rank on each method pruning the Bagging of \{60, \ldots, 140\} base classifiers on 20 binary data sets (the smaller the better).

The detailed results are shown in Table 2. The overall performance is shown in Figure 1(b). We can observe that the compared methods have the similar performance rank as in binary classification except DREP. DREP performs much worse in multiclass classification than in binary classification, which may be because its performance is proved only in the binary classification scenario (Li, Yu, and Zhou 2012).

**Application to Mobile Human Activity Recognition**

We then apply PEP to the task of Mobile Human Activity Recognition (MHAR) using smartphones. As smartphones have become more and more popular and essential in everyday life, human body signals can be easily retrieved from embedded inertial sensors. Learning from these information can help us better monitor user health and understand user behaviors. Specifically, MHAR using smartphones is to identify the actions carried out by a person according to the context information gathered by smartphones. Besides the accuracy of the classifier, it is also important to consider that smartphones only have limited storage and computation resources for doing predictions. Therefore, ensemble pruning is particularly appealing in the MHAR task.

We employ a lately available MHAR data set, published in (Anguita et al. 2012). The data set is collected from 30 volunteers wearing the smartphone on the waist who performed 6 activities (walking, upstairs, downstairs, standing, sitting, laying). The embedded 3D-accelerometer and 3D-gyroscope of a Samsung Galaxy S2 smartphone were used to collect data at a constant rate of 50 Hz. Then the records build a multiclass classification data set with 10299 instances and 561 attributes. The data set was further randomly partitioned into two parts: 70% as the training set and 30% as the test set. For evaluating the performance of one pruning method on MHAR, we repeat 30 independent runs. In each run, we fix the test set and randomly split the training set into two parts: 75% as the training and 25% as the validation. Bagging of 100 C4.5 decision trees are firstly trained on the training set, then pruned by the pruning methods using the validation set, and finally tested on the test set.

Figure 3(a) depicts the improvement ratio of the pruning methods to the test error of the full Bagging, and Figure 3(b) shows the reduction percentage of the number of classifiers from the full Bagging. It is clear that PEP achieves the best accuracy, about 3 times more than the equal” tests on multiple classes.

**On Multiclass Classification**

We then compare these methods on 10 multiclass UCI data sets. Note that Kappa, CP, MD and DREP are originally designed for binary classification, we extend them for multiclass classification by generalizing their “equal” and “un-
Table 2: The test errors and the sizes (mean±std.) of the compared methods on 10 multiclass data sets. In each data set, the smallest values are bolded, and ‘•’ denote respectively that PEP is significantly better/worse than the corresponding method by the t-test with confidence level 0.05. In the rows of the count of the best, the largest values are bolded. The count of direct win denotes the number of data sets on which PEP has a smaller test error/size than the corresponding method (1 tie is counted as 0.5 win), where significant cells by the sign-test (Demšar 2006) with confidence level 0.05 are bolded.

<table>
<thead>
<tr>
<th>Data set</th>
<th>PEP</th>
<th>Bagging</th>
<th>BI</th>
<th>RE</th>
<th>Kappa</th>
<th>CP</th>
<th>MD</th>
<th>DREP</th>
<th>EA</th>
</tr>
</thead>
<tbody>
<tr>
<td>anneal</td>
<td>0.17±0.006</td>
<td>0.2±0.010</td>
<td>0.2±0.010</td>
<td>0.18±0.006</td>
<td>0.18±0.006</td>
<td>0.17±0.007</td>
<td>0.2±0.010</td>
<td>0.2±0.010</td>
<td>0.25±0.010</td>
</tr>
<tr>
<td>audiology</td>
<td>0.2±0.036</td>
<td>0.2±0.036</td>
<td>0.2±0.036</td>
<td>0.2±0.036</td>
<td>0.2±0.036</td>
<td>0.2±0.036</td>
<td>0.2±0.036</td>
<td>0.2±0.036</td>
<td>0.2±0.036</td>
</tr>
<tr>
<td>balance-scale</td>
<td>0.16±0.018</td>
<td>0.17±0.020</td>
<td>0.2±0.020</td>
<td>0.16±0.020</td>
<td>0.16±0.018</td>
<td>0.16±0.020</td>
<td>0.17±0.023</td>
<td>0.17±0.020</td>
<td>0.16±0.023</td>
</tr>
<tr>
<td>glass</td>
<td>0.37±0.049</td>
<td>0.32±0.051</td>
<td>0.37±0.051</td>
<td>0.30±0.053</td>
<td>0.30±0.046</td>
<td>0.30±0.051</td>
<td>0.33±0.056</td>
<td>0.33±0.048</td>
<td>0.32±0.041</td>
</tr>
<tr>
<td>lymph</td>
<td>0.23±0.044</td>
<td>0.24±0.052</td>
<td>0.24±0.052</td>
<td>0.23±0.045</td>
<td>0.22±0.040</td>
<td>0.22±0.039</td>
<td>0.25±0.052</td>
<td>0.25±0.057</td>
<td>0.25±0.056</td>
</tr>
<tr>
<td>primary-tumor</td>
<td>0.6±0.031</td>
<td>0.18±0.030</td>
<td>0.6±0.030</td>
<td>0.6±0.032</td>
<td>0.6±0.032</td>
<td>0.6±0.038</td>
<td>0.6±0.038</td>
<td>0.6±0.038</td>
<td>0.6±0.030</td>
</tr>
<tr>
<td>soybean</td>
<td>0.09±0.019</td>
<td>0.17±0.022</td>
<td>0.15±0.021</td>
<td>0.10±0.019</td>
<td>0.10±0.015</td>
<td>0.10±0.020</td>
<td>0.12±0.028</td>
<td>0.12±0.028</td>
<td>0.12±0.019</td>
</tr>
<tr>
<td>vehicle</td>
<td>0.3±0.020</td>
<td>0.28±0.024</td>
<td>0.34±0.031</td>
<td>0.27±0.027</td>
<td>0.27±0.027</td>
<td>0.27±0.033</td>
<td>0.28±0.027</td>
<td>0.28±0.029</td>
<td>0.27±0.022</td>
</tr>
<tr>
<td>vowel</td>
<td>0.2±0.030</td>
<td>0.22±0.030</td>
<td>0.39±0.026</td>
<td>0.20±0.028</td>
<td>0.20±0.028</td>
<td>0.20±0.028</td>
<td>0.23±0.030</td>
<td>0.24±0.029</td>
<td>0.26±0.026</td>
</tr>
<tr>
<td>zoo</td>
<td>1.3±0.047</td>
<td>1.75±0.043</td>
<td>1.30±0.038</td>
<td>1.32±0.042</td>
<td>1.25±0.052</td>
<td>1.35±0.048</td>
<td>1.77±0.052</td>
<td>1.44±0.052</td>
<td>1.66±0.042</td>
</tr>
</tbody>
</table>

Figure 3: Average performance improvement and size reduction from the Bagging of 100 base classifiers for the MHAR task (the larger the better).

Runner-up on the improvement ratio. Meanwhile, PEP has the best ensemble size reduction, which saves more than 20% (i.e., 17.4 – 13.8)/17.4 storage space than the runner-up. Furthermore, compared with the previous reported accuracy 89.3% achieved by the multiclass SVM (Anguita et al. 2012), PEP achieves a better one 90.4%.

Conclusion

Ensemble pruning can further improve the generalization performance of an ensemble, while reducing the cost for storage and running the ensemble model. There are naturally two goals in ensemble pruning, minimizing the error and minimizing the size. Most previous ensemble pruning approaches solve objectives that mix the two goals, which are conflicting when being pushed to the limit. In this work, we study solving the explicit bi-objective formulation, and propose a Pareto optimization approach, PEP.

Firstly, we derive theoretical results revealing the advantage of PEP over the ordering-based pruning methods as well as the single-objective heuristic optimization methods. We then conduct experiments, which disclose the superiority of PEP over the compared state-of-the-art pruning methods. Finally, we apply PEP in the application of mobile human activity recognition, where the prediction accuracy gets improved while the cost of storage gets saved.

There could be several directions to explore in the future. On the Pareto optimization algorithm, more effective operators can be employed, such as crossover that has been proved useful (Qian, Yu, and Zhou 2013). On the ensemble pruning, as diversity has been recognized as an important factor, it is necessary to investigate combining diversity into PEP. Moreover, since many machine learning tasks naturally involve multiple objectives, it is interesting to investigate new learning approaches by solving the multi-objective formulation explicitly using evolutionary algorithms, with theoretical and empirical advantages expected.
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