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Abstract—Subset selection, aiming to select the best subset from a ground set with respect to some objective function, is a fundamental problem with applications in many areas, such as combinatorial optimization, machine learning, data mining, computer vision, information retrieval, etc. Along with the development of data collection and storage, the size of the ground set grows larger. Furthermore, in many subset selection applications, the objective function evaluation is subject to noise. We thus study the large-scale noisy subset selection problem in this paper. The recently proposed DPOSS algorithm based on multi-objective evolutionary optimization is a powerful distributed solver for large-scale subset selection. Its performance, however, has been only validated in the noise-free environment. In this paper, we first prove its approximation guarantee under two common noise models, i.e., multiplicative noise and additive noise, disclosing that the presence of noise degrades the performance of DPOSS largely. Next, we propose a new distributed multi-objective evolutionary algorithm called DPONSS for large-scale noisy subset selection. We prove that the approximation guarantee of DPONSS under noise is significantly better than that of DPOSS. We also conduct experiments on the application of sparse regression, where the noise is significantly better than that of DPOSS. We also prove that when the objective function \( f \) is monotone, the greedy algorithm can achieve an approximation ratio of \( (1 - e^{-\gamma}) \) [7], where \( \gamma \) is the submodularity ratio measuring how close \( f \) is to submodular. Particularly, for the cases where \( f \) is submodular, \( \gamma = 1 \) and thus the approximation ratio becomes \( (1 - 1/e) \), which is optimal [29], [30]; for sparse regression where \( f \) is not necessarily submodular, the approximation ratio \( (1 - e^{-\gamma}) \) is also the best known one [7].

A simple local search (LS) algorithm [30] is also often used for subset selection. Starting from \( k \) randomly selected items, LS iteratively replaces a selected item with an unselected one, which can bring improvement on the objective \( f \). This process is terminated until no improvement can be yielded. It has been shown [30] that for monotone submodular \( f \), LS can achieve an approximation ratio of \( k/(2k-1) \), which is, however, worse than that, i.e., \( 1 - 1/e \), of the greedy algorithm.

Evolutionary algorithms (EAs), as a kind of global search algorithms, have achieved great successes in solving complicated optimization problems, e.g., [4], [10], [31], [32], [40], [42]. Based on multi-objective evolutionary optimization, Qian et al. [36] recently proposed a new method Pareto Optimization for Subset Selection (POSS). POSS first reformulates the original problem, i.e., Eq. (1), as a bi-objective optimization problem: maximizing the given objective \( f(S) \) and minimizing the subset size \( |S| \). Then, a simple multi-objective EA (MOEA) with mutation only is employed to solve this bi-objective optimization problem. Finally, the best feasible solution, i.e., the solution having the largest \( f \) value while satisfying the size constraint, is selected from the generated non-dominated solution set. Note that a solution here corresponds to a subset. POSS has been proved to be able to obtain the same general approximation guarantee \( (1 - e^{-\gamma}) \) as the greedy algorithm. Furthermore, it has been empirically shown significantly better than the greedy algorithm and LS on the application of sparse regression [36] and unsupervised feature selection [15].

Index Terms—Subset selection, large-scale, noise, Pareto optimization, multi-objective evolutionary algorithms, distributed algorithms, theoretical analyses, experimental studies.

I. INTRODUCTION

In real-world applications, we often encounter the problem of selecting a good subset from a total set of items. For example, for influence maximization [22], it is to select a subset of social network users which has a large influence spread; for sensor placement [23], it is to select a subset of places to install sensors such that the information gathered is maximized or the uncertainty of the environment is mostly reduced; for sparse regression [26], it is to select a subset of observation variables to best approximate the target variable by linear regression; for unsupervised feature selection [13], it is to select a subset of features to minimize the reconstruction error of the data matrix. All of these applications can be formulated as such a constrained optimization problem:

\[
\arg\max_{S \subseteq V} f(S) \quad \text{s.t.} \quad |S| \leq k,
\]

where \( V = \{v_1, v_2, \ldots, v_n\} \) is a ground set of \( n \) items, \( f \) is a given objective function to be maximized, \(| \cdot |\) denotes the size of a set, and \( k \) is the budget. Each application has specific meanings on the items \( \{v_1, v_2, \ldots, v_n\} \) and the objective \( f \). This general problem is called subset selection, the goal of which is to select a subset with at most \( k \) items for maximizing a given objective function \( f \). More applications include maximum coverage [14], active set selection [39], exemplar-based clustering [11], etc.

Therefore, subset selection is a very general problem with many practical applications. Due to its NP-hardness [28], several polynomial-time approximation algorithms have been designed. The most famous one is the standard greedy algorithm. Starting from the empty set, the greedy algorithm iteratively adds one item which brings the largest increment on the objective \( f \), until \( k \) items have been selected. It has been proved that when the objective function \( f \) is monotone, the greedy algorithm can achieve an approximation ratio of \( (1 - e^{-\gamma}) \) [7], where \( \gamma \) is the submodularity ratio measuring how close \( f \) is to submodular. Particularly, for the cases where \( f \) is submodular, \( \gamma = 1 \) and thus the approximation ratio becomes \( (1 - 1/e) \), which is optimal [29], [30]; for sparse regression where \( f \) is not necessarily submodular, the approximation ratio \( (1 - e^{-\gamma}) \) is also the best known one [7].
As the development of data collection and storage techniques, the size of the ground set $V$ involved in the subset selection applications becomes larger and larger. For example, for the application of influence maximization, a social network can contain millions of users; for sparse regression or unsupervised feature selection, the number of variables can also reach millions, or even tens of millions. However, the application of POSS to large-scale subset selection tasks is limited. In each iteration of POSS, new offspring solutions are randomly generated by mutation and then evaluated. Thus, running POSS requires centralized access to the whole $V$, whereas the data set can be too large to be stored on one single machine for large-scale applications.

To alleviate the limitation of POSS to large-scale applications, a distributed version called DPOSS has been proposed [33]. DPOSS is a two-round algorithm and employs a divide and conquer strategy. That is, the ground set $V$ is partitioned and distributed over $m$ machines, and then POSS is run on each machine to find a subset in parallel; after this, another subset is generated by running POSS on the union of these $m$ resulting subsets. DPOSS finally outputs the best one among all the $(m+1)$ subsets generated in these two rounds. On the two large-scale applications, i.e., maximum coverage and sparse regression, it has been shown that the performance of DPOSS is very close to that of the centralized POSS algorithm, and clearly better than that of the state-of-the-art distributed greedy algorithm RANDGREEDI [1], [27]. Furthermore, it has been proved that for the subset selection problem having monotone objective functions, DPOSS has an approximation guarantee of $(1-e^{-\gamma}) \cdot \max \{\alpha/m, \gamma/k\}$. Note that $\alpha$ is another notion of approximate submodularity [43], different from $\gamma$.

Thus, DPOSS is a powerful approximation solver for large-scale subset selection. However, its performance has only been validated in the noise-free environment, whereas the objective function evaluation is often subject to noise for large-scale subset selection. That is, only a noisy objective function value can be obtained instead of the exact one. The noise generally stems from two aspects. On one hand, the objective function evaluation can be very time-consuming and thus is often approximately calculated in some applications. For example, in the task of influence maximization, the computation of the objective, i.e., influence spread, is #P-hard [5], which is often estimated by simulating the random propagation process multiple times and using the average [22]; in the task of sparse regression, a sample of instances rather than all instances is often used for regression, leading to a noisy evaluation. On the other hand, the noise can be produced by the distributed algorithm. For some applications, e.g., exemplar-based clustering [11] and unsupervised feature selection [13], the objective function relies on the whole data set $V$, whereas by the distribution, it can only be estimated based on the local data allocated to each machine.

In this paper, we first theoretically study the performance of DPOSS for large-scale subset selection under noise. Two common noise models, i.e., multiplicative noise and additive noise, are considered, where the noisy objective $F(S)$ is in the range of $(1 \pm \epsilon) \cdot f(S)$ and $f(S) \pm \epsilon$, respectively. We prove that for subset selection having monotone $f$ under multiplicative noise, DPOSS can achieve an approximation guarantee of

$$\frac{1}{1+2ke/(1-e^{-\gamma}) \cdot (1-e^{-\gamma}) \cdot \max \{\alpha/m, \gamma/k\}}. \quad (2)$$

Compared with that without noise, i.e., $(1-e^{-\gamma}) \cdot \max \{\alpha/m, \gamma/k\}$ [33], we find that the performance of DPOSS degrades largely due to the presence of noise. For example, for the case of submodular $f$ where $\alpha = \gamma = 1$, DPOSS without noise can achieve an approximation guarantee of $\Theta(\max \{1/m, 1/k\})$, whereas such a guarantee can be obtained only when $\epsilon = O(1/k)$ under multiplicative noise. Under additive noise, we also prove that the approximation bound of DPOSS is much worse than that without noise. Note that there are several pieces of works [18], [19], [41] addressing noisy subset selection, but the algorithms cannot be directly applied to large-scale applications.

Next, we propose a new distributed algorithm called DPONSS for large-scale subset selection under noise. Similarly to DPOSS, DPONSS also uses the strategy of divide and conquer. The difference is that DPONSS runs the PONSS algorithm [34] on each machine, whereas DPOSS runs POSS. PONSS is modified from POSS by introducing a noise-aware comparison mechanism, which can bring the robustness against noise. Under multiplicative noise, we prove that DPONSS can achieve an approximation guarantee of

$$\frac{1-\epsilon}{1+\epsilon} \cdot (1-e^{-\gamma}) \cdot \max \{\alpha/m, \gamma/k\}, \quad (3)$$

based on some assumption like independently and identically distributed (i.i.d.) noise distribution. By comparing Eq. (3) with Eq. (2), we find that DPONSS achieves a much better approximation bound than DPOSS. For example, for the case of submodular $f$ and constant $\epsilon$, DPONSS obtains an approximation ratio of $\Theta(\max \{1/m, 1/k\})$, whereas DPOSS can only guarantee a $\Theta((1/k) \cdot \max \{1/m, 1/k\})$-approximation ratio. Under additive noise, we also prove that DPONSS obtains a better approximation bound than DPOSS.

Finally, we empirically compare DPONSS with the two state-of-the-art distributed algorithms, DPOSS and RANDGREEDI, on the application of sparse regression. We also implement the distributed version of LS, called DLS. All of them are easily implemented in the Hadoop MapReduce framework, and Spark is used in our experiments. For sparse regression, to estimate the regression error of a subset of variables, only a random sample of instances is used, which thus brings noise. Besides 9 large-scale data sets where the size can be millions, we also use 12 regular-scale data sets, by which we can examine whether the performance of DPONSS will decrease, compared to the centralized PONSS algorithm. The results on these real-world data sets clearly show that DPONSS performs the best, and DPOSS is the runner-up. Furthermore, the average approximation ratio of DPONSS over the centralized PONSS algorithm on regular-scale data sets is at least 97.5%, disclosing that the distribution implementation leads to little performance loss.

The rest of the paper is organized as follows. Section II first introduces some preliminaries on the studied problem,
i.e., large-scale noisy subset selection. In Section III, the performance of DPOSS under noise is analyzed theoretically. Section IV then presents the proposed DPONSS algorithm and its theoretical analysis. Section V gives the empirical study. Section VI finally concludes this paper.

II. PRELIMINARIES

This section first introduces the subset selection problem and the POSS algorithm; then presents the distributed version of POSS, DPOSS, for large-scale subset selection and the PONSS algorithm for noisy subset selection, respectively; finally introduces the large-scale noisy subset selection problem.

A. Subset Selection

Let $\mathbb{R}$ and $\mathbb{R}^+$ denote the set of reals and non-negative reals, respectively. Let $V = \{v_1, v_2, \ldots, v_n\}$ be a ground set. Let $[n]$ denote the set $\{1, 2, \ldots, n\}$. In this paper, we study the set functions $f : 2^V \rightarrow \mathbb{R}$. In other words, a solution is a subset of $V$. Definition 1 gives the general subset selection problem, which is to choose a subset $S$ from a given ground set $V$ that maximizes some given objective function $f$ and meanwhile satisfies the size constraint $|S| \leq k$.

**Definition 1 (Subset Selection).** Given a ground set $V = \{v_1, v_2, \ldots, v_n\}$, a set function $f : 2^V \rightarrow \mathbb{R}$, and a budget $k \in [n]$, to find a subset of $V$ with at most $k$ items that maximizes $f$, that is,

\[
\arg\max_{S \subseteq V} f(S) \quad s.t. \quad |S| \leq k. \tag{4}
\]

Next, we introduce two properties of set functions, i.e., monotonicity and submodularity, that will be used in this paper. The monotonicity of a set function is shown in Definition 2, which means that as a set extends, the corresponding function value increases. Note that monotone here is assumed to be monotone non-decreasing. In this paper, monotone functions are assumed without loss of generality (w.l.o.g.) to be normalized, i.e., $f(\emptyset) = 0$.

**Definition 2 (Monotone).** A set function $f : 2^V \rightarrow \mathbb{R}$ is monotone if it holds that

\[
\forall S \subseteq T \subseteq V : f(S) \leq f(T). \tag{5}
\]

The submodularity of a set function is shown in Definition 3, which means that the diminishing returns property is satisfied, i.e., as a set extends, the increment on the function brought by adding a same item decreases. The submodularity has several equivalent definitions [30], e.g.,

\[
\forall S \subseteq T \subseteq V : f(T) - f(S) \leq \sum_{v \in T \setminus S} \left( f(S \cup \{v\}) - f(S) \right), \tag{6}
\]

which will also be used in our analysis.

**Definition 3 (Submodular).** A set function $f : 2^V \rightarrow \mathbb{R}$ is submodular if it holds that

\[
\forall S \subseteq T \subseteq V, v \notin T : f(S \cup \{v\}) - f(S) \geq f(T \cup \{v\}) - f(T). \tag{6}
\]

For a general set function $f$, which is not necessarily submodular, several concepts of approximate submodularity have been proposed to measure the closeness of $f$ to submodularity. Here, we give two submodularity ratios in Definitions 4 and 5, which will be used in our analysis. The $\gamma$-submodularity ratio is defined based on Eq. (5), whereas the $\alpha$-submodularity ratio is based on Eq. (6). Note that $\gamma_{S,l}(f)$ and $\alpha(f)$ will be simplified as $\gamma_{S,l}$ and $\alpha$, when the meaning of $f$ is clear.

**Definition 4 ($\gamma$-Submodularity Ratio [6]).** For a set function $f : 2^V \rightarrow \mathbb{R}$, the $\gamma$-submodularity ratio with respect to a set $S \subseteq V$ and a parameter $l \geq 1$ is defined as

\[
\gamma_{S,l}(f) = \min_{L \subseteq S : |T| \leq l, T \cap L = \emptyset} \frac{\sum_{v \in T} \left( f(L \cup \{v\}) - f(L) \right)}{f(L \cup T) - f(L)}. \tag{5}
\]

**Definition 5 ($\alpha$-Submodularity Ratio [43]).** For a set function $f : 2^V \rightarrow \mathbb{R}$, the $\alpha$-submodularity ratio is defined as

\[
\alpha(f) = \min_{S \subseteq T \subseteq V, v \notin T} \frac{f(S \cup \{v\}) - f(S)}{f(T \cup \{v\}) - f(T)}. \tag{6}
\]

Since monotone set functions are considered in this paper, we make the observations in Remark 1. Note that the direct computation of these submodularity ratios is very difficult, which requires exponential time. To use them, we need to derive some lower bounds, which are easy to be calculated. In [3], [6], [12], [35], lower bounds on $\gamma_{S,l}(f)$ and $\alpha(f)$ have been derived for some concrete applications of subset selection where the objective functions can be non-submodular, such as Bayesian experimental design, non-parametric learning and sparse regression.

**Remark 1.** For a monotone set function $f : 2^V \rightarrow \mathbb{R}^+$, it holds that

1) $0 \leq \alpha(f) \leq 1$ and $\forall S, l : 0 \leq \gamma_{S,l}(f) \leq 1$;
2) $f$ is submodular iff $\alpha(f) = 1$;
3) $f$ is submodular iff $\forall S, l : \gamma_{S,l}(f) = 1$.

Here is one application of subset selection, i.e., sparse regression, that will be used in our experiments. As shown in Definition 6, the goal is to select a limited number of observation variables to best approximate a target variable by linear regression. Its objective function $R^2_{z,S}$ has been proved to be monotone, but not necessarily submodular [6]. Note that when we define the mean squared error $\text{MSE}_{z,S}$, $S$ and its index set $\{i \mid v_i \in S\}$ are not distinguished for notational convenience.

**Definition 6 (Sparse Regression [26]).** Given a ground set $V = \{v_1, v_2, \ldots, v_n\}$ containing $n$ observation variables, a variable $z$ to be predicted, and a budget $k \in [n]$, to find a subset of $V$ with at most $k$ observation variables that maximizes the objective, squared multiple correlation $R^2_{z,S}$ [9], [21], that is,

\[
\arg\max_{S \subseteq V} \left( R^2_{z,S} = \frac{\text{Var}(z) - \text{MSE}_{z,S}}{\text{Var}(z)} \right) \quad \text{s.t.} \quad |S| \leq k,
\]

where $\text{Var}(z)$ denotes the variance of $z$, and $\text{MSE}_{z,S}$ denotes the mean squared error of using $S$ to predict $z$ by linear regression, i.e.,

\[
\text{MSE}_{z,S} = \min_{\alpha \in \mathbb{R}^{|S|}} \mathbb{E} \left[ (z - \sum_{i \in S} \alpha_i v_i)^2 \right].
\]
For solving the subset selection problem, which is NP-hard, the greedy algorithm has been shown to be a good approximation solver. The procedure of the greedy algorithm is simple. Starting from the empty set, it continues to greedily add one item with the current largest marginal gain on \( f \), until \( k \) items have been selected. Let \( S \) denote the subset returned by the greedy algorithm. It has been proved that the greedy algorithm can obtain an approximation ratio of \( (1 - e^{-\gamma_{S,k}}) \) [7] for the subset selection problem with monotone objective functions. For the application of sparse regression where \( f \) can be non-submodular, this ratio reaches the best known one [7]. For the problems with submodular \( f \), this ratio is specialized to be \( (1 - 1/e) \), which is optimal [29], [30]. Note that by Remark 1, it is known that when \( f \) is submodular, \( \gamma_{S,k} = 1 \).

The POSS algorithm] Recently, Qian et al. [36] proposed an anytime randomized algorithm for subset selection, POSS, by using the idea of multi-objective evolutionary optimization. The main idea of POSS is to transform the original subset selection problem as a bi-objective optimization problem, then solve the problem by a MOEA, and finally output the best feasible solution from the generated non-dominated solution set. Note that for a constrained optimization problem, a feasible solution from the generated non-dominated solution selection problem as a bi-objective optimization problem, then

The POSS algorithm transforms the subset selection problem, i.e., Eq. (4), as a bi-objective optimization problem: maximizing the objective function \( f \) and meanwhile minimizing the subset size \( |s| \). That is,

\[
\arg\min_{s \in \{0,1\}^n} (f_1(s), f_2(s)), \tag{7}
\]

where 
\[
f_1(s) = \begin{cases} +\infty, & |s| \geq 2k \\ -f(s), & \text{otherwise} \end{cases}, \quad f_2(s) = |s|.
\]

Note that minimizing \( f_1 \) is equivalent to maximizing \( f \). The goal of setting \( f_1(s) = +\infty \) for \( |s| \geq 2k \) is to exclude overly infeasible solutions, which might be useless and will decrease the efficiency of the optimization process.

To solve this transformed bi-objective optimization problem, POSS employs a simple MOEA, i.e., lines 1-9 of Algorithm 1. This employed MOEA is inspired from the GSEMO algorithm [17], [24], [25], [37], widely used in the theoretical analyses of MOEAs. Starting from the special solution \( 0^n \) which represents the empty set (line 1), it iteratively uses bit-wise mutation and domination-based comparison to improve the solutions maintained in the population \( P \) (lines 2-9). In each iteration, a parent solution is first selected from \( P \) uniformly at random (line 3); then an offspring solution \( s' \) is generated by applying the bit-wise mutation operator to \( s \) (line 4); finally the generated offspring solution \( s' \) is used to update the population \( P \) according to the domination-based comparison (lines 5-7).

The bit-wise mutation operator is shown in Definition 7. It is a global search operator. The probability of generating \( s' \) from \( s \) is \((1/|n|)H(s,s')(1 - 1/|n|)^{|s| - H(s,s')}\), where \( H(s,s') \) denotes the Hamming distance between two Boolean vectors \( s \) and \( s' \).

Definition 7 (Bit-wise Mutation). For a solution \( s \in \{0,1\}^n \), the bit-wise mutation operator generates a new offspring solution by flipping each bit of \( s \) with probability \( 1/|n| \).

In multi-objective optimization, the domination relationship is often used to compare two solutions. Here, we only give the case of bi-objective minimization in Definition 8 for simplicity. When using the domination-based comparison to update the population \( P \) in lines 5-7 of Algorithm 1, the offspring solution \( s' \) will be included into \( P \) if no solution in \( P \) dominates it, and meanwhile those solutions in \( P \) weakly dominated by \( s' \) will be deleted. Thus, the population \( P \) will always contain the non-dominated solutions generated so-far.

Definition 8 (Domination). Given a bi-objective minimization problem \( \min(f_1(s), f_2(s)) \). For two solutions \( s \) and \( s' \),

1) \( s \) weakly dominates \( s' \), denoted as \( s \preceq s' \), if
\[
f_1(s) \leq f_1(s') \land f_2(s) \leq f_2(s');
\]

2) \( s \) dominates \( s' \), denoted as \( s \prec s' \), if
\[
s \preceq s' \land (f_1(s) < f_1(s') \lor f_2(s) < f_2(s'));
\]

3) \( s, s' \) are incomparable if neither \( s \preceq s' \) nor \( s' \preceq s \).

When the algorithm terminates after \( T \) iterations, we get a set \( P \) of non-dominated solutions. Since the original problem Eq. (4) is a constrained optimization problem, the best feasible solution in \( P \), i.e., the solution with the smallest \( f_1 \) value (or equivalently the largest \( f \) value) while satisfying the size constraint in \( P \), is output as the final solution (line 10).

It has been shown that POSS can be better than the greedy algorithm [36]. In theory, POSS with \( E[T] \leq 2ek^2n \) can obtain the same general approximation guarantee as the greedy algorithm, for the subset selection problem with monotone objective functions. Note that \( E[\cdot] \) denotes the expectation.
of a random variable. In experiments, POSS can achieve significantly better performance than the greedy algorithm on the application of sparse regression.

B. Large-scale Subset Selection

As the advance of data collection and storage, the applications of subset selection often meet with massive data, which can be too large to be stored on one single machine. Although with excellent performance, POSS requires centralized access to the whole data set, because subsets of \( V \) randomly generated by bit-wise mutation need to be evaluated on one machine. Thus, POSS does not apply to large-scale subset selection tasks.

In [33], Qian et al. thus proposed a distributed version of POSS, DPOSS, as described in Algorithm 2. DPOSS uses the divide and conquer idea, and is implemented in two rounds. For the first round, i.e., lines 1-2 of Algorithm 2, the ground set \( V \) is partitioned into \( V_1, V_2, \ldots, V_m \) where \( V = \bigcup_{i=1}^{m} V_i \) and \( \forall i \neq j : V_i \cap V_j = \emptyset \); these \( m \) sets are distributed over \( m \) machines; then POSS is run on each machine in parallel, producing \( m \) subsets \( s_1, s_2, \ldots, s_m \). For the second round, i.e., lines 3-4 of Algorithm 2, POSS is run on the union \( \bigcup_{i=1}^{m} s_i \) of these \( m \) subsets generated in the first round, resulting in another subset \( s_{m+1} \). DPOSS finally returns the best one among these \((m+1)\) subsets, i.e., line 5.

For the applications of maximum coverage and sparse regression, DPOSS has empirically shown to achieve close performance to the centralized POSS algorithm, and achieve superior performance than the state-of-the-art distributed greedy algorithm, RANDGREEDI [1], [27]. It has also been proved that for the subset selection problem with monotone objective functions, the approximation performance of DPOSS is bounded, as shown in Theorem 1. Note that for an arbitrary partition \( \{V_1, V_2, \ldots, V_m\} \) of \( V \), we use notations as follows: \( n_i = |V_i| \) and \( \ell_{\text{max}} = \max\{n_i | i \in [m]\} \).

**Theorem 1** (Theorem 1 of [33]). For the subset selection problem where the objective function is monotone, using \( E[\max[T_i | i \in [m]]] = O(k^2 \ell_{\text{max}}(1 + \log m)) \), DPOSS finds a subset \( s \) with \(|s| \leq k\) and

\[
 f(s) \geq (1 - e^{-\gamma_{\text{min}}}) \cdot \max \left\{ \frac{\alpha}{m}, \frac{\gamma_{0,k}}{k} \right\} \cdot \text{OPT},
\]

where \( \gamma_{\text{min}} = \min_{s \subseteq V: |s| = k-1} \gamma_{s, k} \), and \( \text{OPT} \) denotes the optimal function value.

C. Noisy Subset Selection

In real applications of subset selection such as influence maximization [22] and sparse regression [26], we can often obtain only a noisy objective function value \( F(s) \), rather than the exact one \( f(s) \). For example, computing the objective \( R^2_{z,S} \) of sparse regression is time-consuming if using all instances, and thus, a random sample of instances is often used to estimate \( R^2_{z,S} \), which, however, introduces noise. Two commonly used noise models [16], [20] are shown as follows.

**Definition 9** (Multiplicative Noise). Let \( f \) and \( F \) denote the true and noisy objective functions, respectively. It holds that

\[
(1 - \epsilon) \cdot f(s) \leq F(s) \leq (1 + \epsilon) \cdot f(s),
\]

where \( 0 \leq \epsilon \leq 1 \).

**Definition 10** (Additive Noise). Let \( f \) and \( F \) denote the true and noisy objective functions, respectively. It holds that

\[
f(s) - \epsilon \leq F(s) \leq f(s) + \epsilon,
\]

where \( \epsilon \geq 0 \).

The presence of noise can degrade the performance of POSS. Qian et al. [34] thus proposed a noise-tolerant version of POSS, PONSS, as described in Algorithm 3. The main difference is that POSS uses the domination relationship in Definition 8 for comparing two solutions, whereas PONSS uses a conservative strategy, \( \theta \)-domination, which intuitively means that a solution better than the other requires its objective value to be larger by at least a threshold. \( \theta \)-domination is inspired by the noise-handling strategy, threshold selection [2], [38]. For the two noise models, multiplicative and additive, the corresponding \( \theta \)-dominations are shown in Definitions 11 and 12, respectively. Note that these two definitions are specialized to the bi-objective minimization problem Eq. (7), where \( f_1(s) = -f(s) \). Thus, \( f_1(s) \leq \frac{1+\theta}{1-\theta} \cdot f_1(s') \) is equivalent to \( f(s) \geq \frac{1+\theta}{1-\theta} \cdot f(s') \), and \( f_1(s) \leq f_1(s') - 2\theta \) is equivalent to \( f(s) \leq f(s') + 2\theta \).

**Definition 11** (Multiplicative \( \theta \)-Domination). Given a bi-objective minimization problem \( \min(f_1(s), f_2(s)) \) and a parameter \( \theta \in [0, 1] \). For two solutions \( s \) and \( s' \),

1) \( s \) weakly dominates \( s' \), denoted as \( s \preceq_{\theta} s' \), if

\[
f_1(s) \leq \frac{1+\theta}{1-\theta} \cdot f_1(s') \land f_2(s) \leq f_2(s');
\]

2) \( s \) dominates \( s' \), denoted as \( s \succ_{\theta} s' \), if

\[
s \preceq_{\theta} s' \land \left( f_1(s) < \frac{1+\theta}{1-\theta} \cdot f_1(s') \lor f_2(s) < f_2(s') \right);
\]

3) \( s, s' \) are incomparable if neither \( s \preceq_{\theta} s' \) nor \( s' \preceq_{\theta} s \).

**Definition 12** (Additive \( \theta \)-Domination). Given a bi-objective minimization problem \( \min(f_1(s), f_2(s)) \) and a parameter \( \theta \geq 0 \). For two solutions \( s \) and \( s' \),

1) \( s \) weakly dominates \( s' \), denoted as \( s \preceq_{\theta} s' \), if

\[
f_1(s) \leq f_1(s') - 2\theta \lor f_2(s) \leq f_2(s');
\]
Algorithm 3 PONSS Algorithm [34]

Input: a ground set $V = \{v_1, v_2, \ldots, v_n\}$, a noisy objective function $F : 2^V \rightarrow \mathbb{R}$, a budget $k \in [n]$
Parameter: $T, \theta, B$
Output: a subset $S$ of $V$ with $|S| \leq k$

Process:
1: Let $s = 0^n$, $P = \{s\}$, and let $t = 0$;
2: while $t < T$ do
3: Select $s$ from $P$ uniformly at random;
4: Generate $s'$ by applying bit-wise mutation to $s$;
5: if $\exists z \in P$ such that $z \prec_\theta s'$ then
6: $P = (P \setminus \{z \in P \mid s' \prec z\}) \cup \{s'\}$;
7: $Q = \{z \in P \mid |z| = |s'|\}$;
8: if $|Q| = B + 1$ then
9: $P = P \setminus Q$ and let $j = 0$;
10: while $j < B$ do
11: Select two solutions $z_1, z_2$ from $Q$ uniformly at random without replacement;
12: Evaluate $F(z_1)$ and $F(z_2)$;
13: Let $\hat{z} = \arg \max_{z \in \{z_1, z_2\}} F(z)$ (breaking ties randomly);
14: $P = P \cup \{\hat{z}\}$, $Q = Q \setminus \{\hat{z}\}$, and $j = j + 1$
15: end while
16: end if
17: $t = t + 1$
18: end if
19: return $\arg \max_{s \in \mathcal{P} : |s| \leq k} F(s)$

2) $s$ dominates $s'$, denoted as $s \prec_\theta s'$, if

$$s \prec_\theta s' \land (f_1(s) < f_1(s') - 20 \lor f_2(s) < f_2(s'))$$

3) $s, s'$ are incomparable if neither $s \prec_\theta s'$ nor $s' \prec_\theta s$.

For each subset size, if using domination, only the solution with the best noisy $F$ value is maintained in the population $P$; if using $\theta$-domination, solutions with close $F$ values will all be maintained in $P$, reducing the risk of losing good solutions. However, the population size, i.e., $|P|$, can become very large by using $\theta$-domination. Thus, PONSS introduces an extra procedure to control the size of $P$ in lines 7-16 of Algorithm 3. For each subset size $i$, the number of solutions in $P$ is limited by at most $B$, which is a parameter. When the number exceeds $B$, which actually must be $B + 1$, one solution with size $i$ will be removed as follows: two solutions with size $i$ are randomly selected without replacement and the better one is kept; after repeating this process $B$ times, the remaining solution with size $i$ is removed.

In [34], it has been proved that under either multiplicative or additive noise, PONSS with $\theta \geq \epsilon$ can achieve an approximation guarantee significantly better than POSS, in polynomial time. The superior performance of PONSS has also been empirically shown on the two noisy applications, influence maximization and sparse regression.

D. Large-scale Noisy Subset Selection

When large-scale subset selection meets with noise, the problem of large-scale noisy subset selection emerges. In fact, even when the objective function evaluation is originally exact, noise can be produced due to the distribution. For example, for the application of unsupervised feature selection [13] where each item is a column vector, the objective function $\|V - SS^+V\|_F^2$ relies on the whole data set $V$, but can only be estimated using the local data allocated to each machine after the distribution, which thus produces noise.

Although DPOSS has shown excellent performance for large-scale subset selection, its performance under noise is not yet known. PONSS performs well for noisy subset selection, but does not apply to large-scale applications. In the following, we first examine whether DPOSS can still achieve good performance for large-scale noisy subset selection.

III. THEORETICAL ANALYSIS OF DPOSS UNDER NOISE

In this section, we theoretically analyze the performance of DPOSS under noise. For subset selection with monotone objective functions, we prove the approximation guarantee of DPOSS in Theorem 2 under multiplicative noise. The proof idea is inspired by that of Theorem 1 in [33], which gives the approximation guarantee of DPOSS without noise. In the proof, we will use Lemmas 1 and 2. Lemma 1 shows that the objective $f$ value of the best subset over all machines can be lower bounded. Lemma 2 gives the recursive relation of the noisy objective $F$ value between any set and its resulting superset by adding a specific item.

Lemma 1 (Lemma 1 of [33]). For any partition $\{V_1, \ldots, V_m\}$ of $V$, let $\alpha_i$ denote an optimal subset of $V_i$, i.e., $\alpha_i \in \arg \max_{s \subseteq V_i} |s| \leq k f(s)$, where $i \in [m]$. It holds that

$$\max \{f(\alpha_i) \mid i \in [m]\} \geq \frac{\alpha}{m} \cdot \frac{\gamma_{\alpha,k}}{k} \cdot \text{OPT}.$$ 

Lemma 2 (Lemma 2 of [34]). For any $s \subseteq V_i$, where $i \in [m]$, there exists one item $v \in V_i \setminus s$ satisfying that

$$F(s \cup \{v\}) \geq \left(1 - \frac{\epsilon}{1 + \epsilon}\right) \left(1 - \frac{\gamma_{\alpha,k}}{k}\right) F(s) + \frac{(1 - \epsilon)\gamma_{\alpha,k}}{k} f(\alpha_i).$$

Theorem 2. For the subset selection problem, where the objective function $f$ is monotone, under multiplicative noise, using $\mathbb{E}[\max\{T_i \mid i \in [m]\}] = O(k^2 n_{\text{max}}(1+\log m))$, DPOSS finds a subset $s$ with $|s| \leq k$ and

$$f(s) \geq \frac{1}{1 + \frac{2\epsilon}{(1 - \epsilon)\gamma_{\text{min}}}} \cdot \left(1 - \frac{1 - \epsilon}{1 + \epsilon}\right)^{k - 1} e^{-\gamma_{\text{min}}} \cdot \alpha \gamma_{\alpha,k} \cdot k \cdot \text{OPT},$$

where $\gamma_{\text{min}} = \min_{s \subseteq V : |s| = k - 1} \gamma_{s,k}$, and OPT denotes the optimal function value.

Proof. We consider the first round of DPOSS, where POSS is run on each $V_i$ to find a subset $s_i$. To reach the desired approximation guarantee, we only need to analyze $\max\{T_i \mid
\( F(s_i) \geq \left(1 - \frac{1 - \epsilon}{1 + \epsilon} k \right)^{\min |i|} \cdot \left(1 - \frac{1 - \epsilon}{1 + \epsilon} k \right)^{\min |i|} \cdot f(o_i) \).

Note that the selection in line 5 of DPOSO, i.e., Algorithm 2, relies on the noisy objective \( F \) value now. Thus, for the \( F \) value of the returned subset, denoted as \( s^* \), it holds that

\[
F(s^*) = \max\{F(s_i) \mid i \in [m+1]\} \geq \left(1 - \frac{1 - \epsilon}{1 + \epsilon} k \right)^{\min |i|} \cdot \max|\min f(o_i) \mid i \in [m]|
\]

where the first inequality holds by Eq. (10), and the last one holds by \( (1 - \gamma_{\min}/k)^k \leq e^{-\gamma_{\min}} \) and Lemma 1. According to the definition of multiplicative noise, i.e., Definition 9, we have \( F(s^*) \leq (1 + \epsilon) \cdot f(s^*) \). Thus,

\[
f(s^*) \geq \frac{1 - \epsilon}{1 + \epsilon} \cdot \left(1 - \frac{1 - \epsilon}{1 + \epsilon} k \right)^{\min |i|} \cdot \max\left\{ \frac{\alpha}{m}, \gamma_{\min}/k \right\} \cdot OPT.
\]

implying that the desired approximation guarantee is obtained.

Thus, we only need to examine \( \max\{T_i \mid i \in [m]\} \) until Eq. (10) holds. For POSS running on \( V_i \), where \( i \in [m] \), we use \( J_{i_{\max}}^* \) to denote the maximal value of \( j \in \{0, 1, \ldots, k\} \), satisfying that the population \( P \) contains a solution \( s \) with \( \epsilon \leq j \) and \( F(s) \geq \frac{1 - \epsilon}{1 + \epsilon} \cdot \left(1 - \frac{1 - \epsilon}{1 + \epsilon} k \right)^{\min |i|} \cdot \max\left\{ \frac{\alpha}{m}, \gamma_{\min}/k \right\} \cdot f(o_i). \)

In other words,

\[
J_{i_{\max}}^* = \max\{j \in \{0, 1, \ldots, k\} \mid \exists s \in P, |s| \leq j \wedge F(s) \geq \frac{1 - \epsilon}{1 + \epsilon} \cdot \left(1 - \frac{1 - \epsilon}{1 + \epsilon} k \right)^{\min |i|} \cdot \max\left\{ \frac{\alpha}{m}, \gamma_{\min}/k \right\} \cdot f(o_i). \}
\]

It is clear that \( J_{i_{\max}}^* = k \) implies that \( P \) contains a solution \( s \) with \( |s| \leq k \) and \( F(s) \geq \frac{1 - \epsilon}{1 + \epsilon} \cdot \left(1 - \frac{1 - \epsilon}{1 + \epsilon} k \right)^{\min |i|} \cdot \max\left\{ \frac{\alpha}{m}, \gamma_{\min}/k \right\} \cdot f(o_i) \), and thus the subset \( s_i \) returned by POSS running on \( V_i \) satisfies that \( F(s_i) \geq \frac{1 - \epsilon}{1 + \epsilon} \cdot \left(1 - \frac{1 - \epsilon}{1 + \epsilon} k \right)^{\min |i|} \cdot \max\left\{ \frac{\alpha}{m}, \gamma_{\min}/k \right\} \cdot f(o_i). \) To make Eq. (10) holds, it is sufficient to make \( \min\{J_{i_{\max}}^* \mid i \in [m]\} = k \). Thus, our focus is now on analyzing \( \max\{T_i \mid i \in [m]\} \) until \( \min\{J_{i_{\max}}^* \mid i \in [m]\} = k \).

As the initial solution of POSS is \( 0^m \), \( \forall i \in [m] : J_{i_{\max}}^* = 0 \), implying that \( \min\{J_{i_{\max}}^* \mid i \in [m]\} = 0 \). We assume w.l.o.g. that \( \min\{J_{i_{\max}}^* \mid i \in [m]\} = j < k \) and \( \{i \in [m] \mid J_{i_{\max}}^* = j\} = l \), where \( l \in [m] \). Let \( z_i \) denote a solution corresponding to \( J_{i_{\max}}^* \), implying that \( |z_i| \leq J_{i_{\max}}^* \) and

\[
F(z_i) \geq \frac{1 - \epsilon}{1 + \epsilon} \cdot \left(1 - \frac{1 - \epsilon}{1 + \epsilon} J_{i_{\max}}^* \right)^{\min |i|} \cdot \max\left\{ \frac{\alpha}{m}, \gamma_{\min}/k \right\} \cdot f(o_i). \]

It is clear that \( J_{i_{\max}}^* \) does not decrease. If \( z_i \) is kept in the population \( P \), the claim obviously holds. If \( z_i \) is deleted from \( P \) in line 6 of Algorithm 1, it must hold that the newly generated solution \( s' \neq z_i \), implying that \( |s'| \leq |z_i| \wedge F(s') \geq F(z_i) \). According to the fact that \( J_{i_{\max}}^* \) does not decrease for each \( i \), we conclude that \( j \) does not decrease and the corresponding \( l \) does not increase.

Next, we analyze the probability of increasing \( J_{i_{\max}}^* \) in one iteration for \( i \in [m] \). Lemma 2 shows that \( \forall i \in [m] \), including one specific item into \( z_i \), i.e., flipping one specific 0 bit of \( z_i \), can generate an offspring solution \( s' \), satisfying that

\[
F(s') \geq \left(1 - \epsilon\right)\left(1 - \gamma_{z_i}/k\right) \cdot f(z_i) + \left(1 + \epsilon\right) \cdot \gamma_{z_i}/k \cdot f(o_i).
\]

Consider \( J_{i_{\max}}^* < k \). By the definition of the \( \gamma \)-submodularity ratio, i.e., Definition 4, it can be verified that \( \gamma_{z_i} \) decreases with \( s \). As \( |z_i| \leq J_{i_{\max}}^* + 1 \) and \( \gamma_{\min} = \min\{\forall s \mid z_i = \gamma_{s,k} \} \), we have \( \gamma_{z_i,k} \geq \gamma_{\min} \). Because \( f(o_i) - \frac{F(z_i)}{1 + \epsilon} \geq f(z_i) - \frac{F(z_i)}{1 + \epsilon} \geq 0 \), we have

\[
F(s') \geq \left(1 - \epsilon\right)\left(1 - \gamma_{z_i}/k\right) \cdot f(z_i) + \left(1 + \epsilon\right) \cdot \gamma_{z_i}/k \cdot f(o_i).
\]

By applying Eq. (12) to the above inequality, we have

\[
F(s') \geq \frac{1 - \epsilon}{1 + \epsilon} \cdot \left(1 - \gamma_{z_i}/k\right) \cdot f(z_i) + \left(1 + \epsilon\right) \cdot \gamma_{z_i}/k \cdot f(o_i).
\]

Considering \( |s'| = |z_i| + 1 \leq J_{i_{\max}}^* + 1 \), \( s' \) will enter into \( P \). Otherwise, according to line 5 of Algorithm 1, we have \( \exists z \in P : z \prec s' \), contradicting with the definition of \( J_{i_{\max}}^* \). After adding \( s' \) into \( P \), \( J_{i_{\max}}^* \) will increase by at least 1. Thus, \( J_{i_{\max}}^* \) can increase by at least 1 through flipping a specific 0-bit of \( z_i \). In line 3 of Algorithm 1, \( z_i \) is selected with probability \( (1/P) \) due to uniform selection. In line 4, i.e., bit-wise mutation, only a specific bit of \( z_i \) is flipped with probability \( (1/n_i)(1 - (1/n_i)n_i^{-1}) \), where \( n_i \) is the size of \( V_i \). Thus, the probability of increasing \( J_{i_{\max}}^* \) by at least 1 in one iteration is at least \( (1/P) \cdot (1/n_i)(1 - (1/n_i)n_i^{-1}) \geq 1/(\epsilon n_i P) \). Due to the domination-based comparison in lines 5-7 of Algorithm 1, the population \( P \) must contain incomparable solutions, implying that there is at most one corresponding solution in \( P \) for each possible value of some objective. As solutions with size at least \( 2k \) are excluded from the population \( P \), we have \( |P| \leq 2k \). Thus, the probability of increasing \( J_{i_{\max}}^* \) by at least 1 in one iteration is at least \( 1/(2kn_i) \).
Now, we can analyze the expected number of iterations required to increase \( j \), or equivalently to decrease the corresponding \( l \) to 0. To decrease \( l \) by at least 1, it is sufficient to increase at least one \( J_{\text{max}}^i \) with value \( j \), which happens with probability at least

\[
1 - \prod_{i: J_{\text{max}}^i = j} \left( 1 - \frac{1}{2ekn_i} \right) \geq 1 - \left( 1 - \frac{1}{2ekn_{\text{max}}} \right)^l
\]

in one iteration. The inequality holds by \( n_{\text{max}} = \max \{ n_i \mid i \in [m] \} \) and \( \{ i \in [m] \mid J_{\text{max}}^i = j \} \) \( \geq l \). Thus, decreasing \( l \) to 0, i.e., increasing \( j \) by at least 1, requires at most

\[
\sum_{l=1}^{m} \frac{1}{1 - \left( 1 - \frac{1}{2ekn_{\text{max}}} \right)^l} = \sum_{l=1}^{m} 1 + \frac{1}{1 - \frac{1}{2ekn_{\text{max}}} - 1} = \sum_{l=1}^{m} 1 + \frac{2ekn_{\text{max}} - 1}{l} = O(kn_{\text{max}}(1 + \log m))
\]

iterations in expectation.

To make \( \min \{ J_{\text{max}}^i \mid i \in [m] \} = k \), it requires to increase \( j \) by at most \( k \) times. The expected number of iterations is then at most \( O(k^2n_{\text{max}}(1 + \log m)) \), implying

\[
\mathbb{E}[\max \{ T_i \mid i \in [m] \}] = O(k^2n_{\text{max}}(1 + \log m)).
\]

Thus, the theorem holds.

Theorem 3 shows the approximation bound of DPOSS under additive noise. The proof can be accomplished in the way similar to that of Theorem 2. The only difference is that when comparing the true objective function \( f \) with the noisy objective \( F(s) \), Eq. (9) is used under additive noise, whereas Eq. (8) is used under multiplicative noise.

**Theorem 3.** For the subset selection problem, where the objective function \( f \) is monotone, under additive noise, using \( \mathbb{E}[\max \{ T_i \mid i \in [m] \}] = O(k^2n_{\text{max}}(1 + \log m)) \), DPOSS finds a subset \( s \) with \( |s| \leq k \) and

\[
f(s) \geq (1 - e^{-\gamma_{\text{min}}}) \cdot \left( \max \left\{ \frac{\alpha}{m}, \gamma_{\text{opt} \cdot k} \right\} \cdot \text{OPT} - \frac{2ke}{\gamma_{\text{min}}} \right) - \left( 1 - \frac{\gamma_{\text{min}}}{k} \right)^k \epsilon,
\]

where \( \gamma_{\text{min}} = \min_{s \subseteq V : |s|=k-1} \gamma_s, k \), and OPT denotes the optimal function value.

To examine the influence of noise on the performance of DPOSS, we compare Theorems 2 and 3 with Theorem 1, and make the following observations.

**Remark 2.** For DPOSS solving the subset selection problem with monotone objective functions,

1. the approximation guarantee under multiplicative noise in Theorem 2 is worse than that without noise in Theorem 1;
2. the approximation guarantee under additive noise in Theorem 3 is worse than that without noise in Theorem 1.

---

**Algorithm 4 DPONSS Algorithm**

**Input:** a ground set \( V = \{ v_1, v_2, \ldots, v_n \} \), a noisy objective function \( F : 2^V \to \mathbb{R} \), a budget \( k \in [n] \), the number \( m \) of machines

**Parameter:** \( T_1, T_2, \ldots, T_m, T_{m+1}, \theta, B \)

**Output:** a subset \( S \) of \( V \) with \(|S| \leq k \)

**Process:**

1. Partition \( V \) into \( m \) sets \( V_1, V_2, \ldots, V_m \) arbitrarily such that each \( V_i \) fits on one single machine;
2. Run PONSS with \( (T = T_1, \theta, B) \) on each \( V_i \) to find a subset \( s_i \);
3. Merge the \( m \) resulting subsets into a set \( U = \bigcup_{i=1}^{m} s_i \);
4. Run PONSS with \( (T = T_{m+1}, \theta, B) \) on \( U \) to find a subset \( s_{m+1} \);
5. **return** \( \arg \max_{s \in \{ s_1, s_2, \ldots, s_{m+1} \}} F(s) \)

Note that for maximization, the approximation guarantee is worse means that it is smaller. The second case in Remark 2 obviously holds, because the approximation bound in Theorem 2 equality holds that in Theorem 1 minus some additional positive terms. For the first case, it can be verified because

\[
1 - \left( \frac{1 - \epsilon}{1 + \epsilon} \right)^{-k} e^{-\gamma_{\text{min}}} = 1 - \left( 1 - \frac{2e}{1 + \epsilon} \right)^{-k} e^{-\gamma_{\text{min}}} \leq 1 - \frac{2ke}{1 - \epsilon} e^{-\gamma_{\text{min}}} \leq 1 \quad \text{leading to}
\]

\[
1 + 2ke \geq \left( 1 - \frac{2ke}{1 - \epsilon} \right)^{-\gamma_{\text{min}}} \leq 1 - e^{-\gamma_{\text{min}}}.
\]

In fact, we can find that the presence of noise degrades the performance of DPOSS significantly. For example, for the case of \( f \) being submodular, where \( \alpha = 1 \) and \( \forall s, l : \gamma_s, l = 1 \), Theorem 1 shows that DPOSS can achieve an approximation guarantee of \( \Theta(\max \{ 1/m, 1/k \}) \) in the noiseless environment, whereas Theorem 2 shows that under multiplicative noise, DPOSS can achieve such an approximation guarantee only if \( \epsilon = O(1/k) \).

**IV. THE DPONSS ALGORITHM**

In this section, we propose a new distributed algorithm, DPONSS, for large-scale noisy subset selection, and will show that in the noisy environment, DPONSS can achieve an approximation guarantee, much better than DPOSS.

As described in Algorithm 4, DPONSS shares the same structure as DPOSS. The difference is that PONSS, instead of POSS, is run on each machine. It is a two round algorithm. In the first round, the ground set is divided and distributed to several machines, and PONSS is run on each machine in parallel to find a subset. After this, the algorithm enters into the second round, where the subsets generated in the first round are combined on one single machine and PONSS is run again...
to find another subset. Finally, the best one is selected from all generated subsets, as the final output.

DPONSS is easy to be implemented in the Hadoop MapReduce framework. The parameters $T_1, T_2, \ldots, T_{m+1}$, $\theta$ and $B$ are able to influence the goodness of the output solution, and their relationship will be made clear in the following theoretical analysis.

### A. Theoretical Analysis

Theorem 4 shows the approximation guarantee of DPONSS under multiplicative noise. The proof idea is similar to that of Theorem 2. The main difference consists of two aspects: (1) for defining the quantity $J_{\text{max}}^i$, an inductive inequality of $f$ is used, rather than an inductive inequality of $F$; (2) the number of iterations required to achieve the desired approximation guarantee is analyzed with probability, rather than in expectation. The proof is also inspired by Theorem 5 in [34], which gives the approximation guarantee of PONSS under multiplicative noise. For concise illustration, some existing results in previous analyses will be used directly in the proof of Theorem 4.

To analyze the approximation guarantee of DPONSS, some assumptions are required: (1) the noise is random, i.e., $F(s)$ is a random variable; (2) if $f(s) > f(s')$, $F(s) > F(s')$ holds with probability at least $0.5 + \delta$, i.e.,

$$
\Pr(F(s) > F(s')) \geq 0.5 + \delta \quad \text{if} \quad f(s) > f(s'),
$$

(14)

where $0 \leq \delta < 0.5$. Several common noisy settings satisfy this assumption. For example, the i.i.d. noise distribution has been verified in [34].

**Theorem 4.** For the subset selection problem, where the objective function $f$ is monotone, under multiplicative noise with the assumption Eq. (14), with probability $(1/2) \cdot (1 - O(k^2 m n_{\text{max}} \log k + \log m)/(1 + \log m)/B^2)$, DPONSS using $\theta \geq \epsilon$ and max $\{T_i \mid i \in [m]\} = O(B k^2 n_{\text{max}} \log k + \log m)/(1 + \log m)$ finds a subset $s$ with $|s| \leq k$ and

$$
f(s) \geq \frac{1 - \epsilon}{1 + \epsilon} \cdot (1 - e^{-\gamma_{\text{min}}}) \cdot \max \left\{ \frac{\alpha_i}{m^i} \cdot \frac{\gamma_{0,k}}{k} \right\} \cdot \text{OPT},
$$

where $\gamma_{\text{min}} = \min \{ s_{i} \subseteq V : |s_{i}| = k - 1 \} \gamma_{s_{i},k}$, and OPT denotes the optimal function value.

**Proof.** The first round of DPONSS is considered, where PONSS is run on each $V_i$ to find a subset $s_i$. To reach the desired approximation guarantee, it is sufficient to make the following equation hold:

$$
\forall i \in [m] : F(s_i) \geq (1 - \epsilon) \cdot \left(1 - \left(1 - \frac{\gamma_{\text{min}}}{k}\right)^k\right) f(o_i).
$$

(15)

As the analysis of Eq. (11), the $F$ value of the returned subset $s^*$ satisfies that

$$
F(s^*) = \max \{F(s_i) \mid i \in [m + 1]\}
$$

$$
\geq (1 - \epsilon) \cdot \left(1 - \left(1 - \frac{\gamma_{\text{min}}}{k}\right)^k\right) \cdot \max \{f(o_i) \mid i \in [m]\}
$$

$$
\geq (1 - \epsilon) \cdot (1 - e^{-\gamma_{\text{min}}}) \cdot \max \left\{ \frac{\alpha_i}{m^i} \cdot \frac{\gamma_{0,k}}{k} \right\} \cdot \text{OPT}.
$$

By the definition of multiplicative noise, we have

$$
f(s^*) \geq F(s^*)/(1 + \epsilon)
$$

$$
\geq \frac{1 - \epsilon}{1 + \epsilon} \cdot (1 - e^{-\gamma_{\text{min}}}) \cdot \max \left\{ \frac{\alpha_i}{m^i} \cdot \frac{\gamma_{0,k}}{k} \right\} \cdot \text{OPT},
$$

implying that the desired approximation guarantee is obtained. For PONSS running on $V_i$, where $i \in [m]$, we define $J_{\text{max}}^i$ as follows:

$$
J_{\text{max}}^i = \max \{j \in \{0, 1, \ldots, k\} \mid \exists s \in P, |s| \leq j
$$

$$\land f(s) \geq \left(1 - (1 - \frac{\gamma_{\text{min}}}{k})^j\right) \cdot f(o_i)\}.
$$

To make Eq. (15) hold, it is sufficient to make $\min \{J_{\text{max}}^i \mid i \in [m]\} = k$. $J_{\text{max}}^i$ implies that $P$ contains a solution $s$ with $|s| \leq k$ and $f(s) \geq (1 - (1 - \frac{\gamma_{\text{min}}}{k})^k) \cdot f(o_i)$. As the returned subset $s_i$ has the largest noisy objective $F$ value,

$$
F(s_i) \geq F(s) \geq (1 - \epsilon) \cdot f(s)
$$

$$\geq (1 - \epsilon) \cdot \left(1 - (1 - \frac{\gamma_{\text{min}}}{k})^k\right) \cdot f(o_i),
$$

where the second inequality holds due to multiplicative noise, i.e., Definition 9. Thus, we only need to analyze the number of iterations in the first round of DPONSS until $\min \{J_{\text{max}}^i \mid i \in [m]\} = k$.

For any $i \in [m]$, $J_{\text{max}}^i$ is initially 0, because PONSS starts from 0. We make the assumption that during the running of PONSS, one solution with the best true objective $f$ value in $Q$ is always retained if lines 8-16 of Algorithm 3 are implemented. From the proof of Theorem 5 in [34], it has been known that $\forall i \in [m]$, $J_{\text{max}}^i$ does not decrease and the probability of increasing $J_{\text{max}}^i$ by at least 1 in one iteration is at least $1/(2e B kn_i) \geq 1/(2e B kn_{\text{max}})$.

It is clear that $\min \{J_{\text{max}}^i \mid i \in [m]\}$ is initially 0. We assume w.l.o.g. that $\min \{J_{\text{max}}^i \mid i \in [m]\} = j < k$ and $\{i \in [m] \mid J_{\text{max}}^i = j\} = l$, where $l \in [m]$. In $(2e B kn_{\text{max}} \log(2km)/l)$ iterations of DPONSS, the current $l$ is decreased with probability at least

$$
1 - \left(1 - \frac{1}{2e B kn_{\text{max}} \log(2km)}\right)^l \geq 1 - e^{-\log(2km)} = 1 - \frac{1}{2km}.
$$

This implies that after running DPONSS for $\sum_{i=1}^{m} \frac{2e B kn_{\text{max}} \log(2km)}{l}$ iterations, the probability of decreasing $l$ to 0, i.e., increasing $j$ by at least 1, is at least

$$
\left(1 - \frac{1}{2k}\right)^m \geq 1 - \frac{1}{2k}.
$$

To make $\min \{J_{\text{max}}^i \mid i \in [m]\} = k$, it requires to increase $j$ by at most $k$ times. Thus, after

$$
k \cdot \sum_{i=1}^{m} \frac{2e B kn_{\text{max}} \log(2km)}{l}
$$

(16)

$$
= O(B k^2 n_{\text{max}} \log k + \log m)/(1 + \log m)
$$

iterations, $\min \{J_{\text{max}}^i \mid i \in [m]\} = k$ with probability at least

$$
\left(1 - \frac{1}{2k}\right)^k \geq \frac{1}{2}.
$$

(17)
Finally, we need to examine the assumption that during the running of $O(Bk^2n_{\text{max}}(\log k + \log m)(1 + \log m))$ iterations, one solution with the best true objective function $f$ in $Q$ is always retained if lines 8-16 of Algorithm 3 are implemented. From the proof of Theorem 5 in [34], it has been known that when implementing lines 8-16, the solution with the best true objective function $f$ in $Q$ is deleted with probability at most

$$\frac{4}{e^{1-1/e}B^1+2\delta}.$$  

Note that their analysis relies on Eq. (14). Based on the union bound, the probability that the assumption holds is at least

$$1 - O(Bk^2n_{\text{max}}(\log k + \log m)(1 + \log m)) \cdot m \cdot \frac{4}{e^{1-1/e}B^1+2\delta} = 1 - O(k^2mn_{\text{max}}(\log k + \log m)/(1 + \log m)/B^{25}),$$

(18)

where the factor $m$ in the left-hand side corresponds to $m$ machines.

Combining Eqs. (16), (17) and (18) leads to the theorem. \hfill \square

For DPONSS under additive noise, we proved the approximation guarantee in Theorem 5. The proof is the same as that of Theorem 4, expect that Eq. (9) is used instead of Eq. (8) when comparing $F(s)$ with $f(s)$.

**Theorem 5.** For the subset selection problem, where the objective function $f$ is monotone, under additive noise with the assumption Eq. (14), with probability $(1/2) \cdot (1 - O(k^2mn_{\text{max}}(\log k + \log m)/(1 + \log m)/B^{25}))$, DPONSS using $\theta \geq \epsilon$ and $\max\{T_i \mid i \in [m]\} = O(Bk^2n_{\text{max}}(\log k + \log m)/(1 + \log m))$ finds a subset $s$ with $|s| \leq k$ and

$$f(s) \geq (1 - e^{-\gamma_{\text{min}}} \cdot \max \left\{ \frac{\alpha}{m}, \frac{\gamma_{\text{th}}}{k} \right\} \cdot \text{OPT} - 2\epsilon,$$

where $\gamma_{\text{min}} = \min_{s \subseteq V: |s| = k-1} \gamma_{s,k}$, and OPT denotes the optimal function value.

When the assumption Eq. (14) of noise holds with a constant large $\delta$, using a polynomial $B$ can make the approximation guarantee of DPONSS hold with a constant probability, implying that the maximal number of iterations in the first round of DPONSS is polynomial in expectation. To compare the approximation guarantees of DPONSS and DPOSS under noise, we make the following observations.

**Remark 3.** For solving the subset selection problem with monotone objective functions,

1) under multiplicative noise, the approximation guarantee of DPONSS in Theorem 4 is better than that of DPOSS in Theorem 2;

2) under additive noise, the approximation guarantee of DPONSS in Theorem 5 is better than that of DPOSS in Theorem 3.

For the first case in Remark 3, it can be verified because

$$1 - \left(1 - \frac{1}{1+\epsilon}\right)^{k e^{-\gamma_{\text{min}}}} \leq 1 + \frac{2k\epsilon}{1 - \epsilon} + \frac{2k\epsilon}{(1 - \epsilon)(e^{\gamma_{\text{min}}}-1)}$$

(19)

the inequality is derived as the analysis of Eq. (13))

$$= 1 + \frac{2k\epsilon}{1 - \epsilon} + \frac{2k\epsilon}{(1 - \epsilon)(e^{\gamma_{\text{min}}}-1)} = 1 + \frac{2k\epsilon}{1 - \epsilon} + \frac{2k\epsilon}{(1 - \epsilon)(e^{\gamma_{\text{min}}}-1)}$$

leading to

$$\frac{1}{1 + \frac{2k\epsilon}{1 - \epsilon}} \cdot \left(1 - \left(1 - \frac{1}{1+\epsilon}\right)^{k e^{-\gamma_{\text{min}}}}\right) \leq 1 - \epsilon \cdot \frac{1}{1 + \epsilon} \cdot (1 - e^{-\gamma_{\text{min}}} - 1).$$

The second case can be verified by $\forall k \geq 2 : (1 - e^{-\gamma_{\text{min}}}) \cdot \frac{2k\epsilon}{\gamma_{\text{min}}} \geq 2\epsilon$.

In fact, we can find that the approximation guarantee of DPONSS under noise can be significantly better than DPOSS. For example, when the objective function is submodular (with $\alpha = 1$ and $\forall s,l : \gamma_{s,l} = 1$) and the noise level $\epsilon$ of multiplicative noise is a constant, DPONSS can achieve an approximation ratio of ${\Theta}(\max\{1/m, 1/k\})$, whereas DPOSS only guarantees an approximation ratio of $\Theta((1/k) \cdot \max\{1/m, 1/k\})$.

V. EMPIRICAL STUDY

In this section, we conduct experiments on the application of sparse regression to examine the practical performance of DPONSS. We compare DPONSS with the two state-of-the-art distributed algorithms, i.e., DPOSS [33] and RANDGREDI [1], [27], on both regular-scale and large-scale data sets. The goal of using regular-scale data sets is to examine the approximation ratio and the running time speedup of DPONSS to the centralized PONSS algorithm. Note that regular-scale data sets can be stored on one single machine, and thus can be run by the centralized PONSS algorithm.

To run one distributed algorithm on one data set, the data set is partitioned into $m$ blocks uniformly at random and then distributed to $m$ machines. For each data set, we first generate 10 partitions independently; then, the three distributed algorithms, DPONSS, DPOSS and RANDGREDI, are run on these same partitions, and the average results are reported and compared. Note that when $m = 1$, DPONSS, DPOSS and RANDGREDI degenerate to the corresponding centralized algorithms, PONSS, POSS and the greedy algorithm, respectively. Thus, we do not need to perform the partition for the case of $m = 1$. But since POSS and POSS are randomized algorithms, we also repeat running them for 10 times independently and use the average results when $m = 1$.

Although the greedy algorithm is deterministic, its behavior is randomized under noise, and thus it will also be repeated for 10 times independently.

For DPOSS, we need to run POSS at each machine. The number of iterations for POSS at one machine is set to $2ek^2N$, where $N$ denotes the number of observation variables allocated to that machine, as suggested in [34], [36]. For DPONSS,
PONSS is run at each machine, which has three parameters, $B$, $\theta$ and $T$. As in [34], we set $B = k$ and $\theta = 0.1$. To make a fair comparison between DPONSS and DPOSS, we use the same number of fitness evaluations for POSS and PONSS at each machine. POSS only needs to evaluate the new offspring solution in each iteration, and thus running $2ek^2N$ iterations implies using $2ek^2N$ evaluations. Note that each iteration of PONSS requires 1 or $(1 + 2B)$ fitness evaluations, depending on whether the condition “$|Q| = B + 1$” in line 8 of Algorithm 3 is met. Thus, PONSS at each machine keeps running and will be stopped until the $2ek^2N$ number of fitness evaluations is run out.

In the running of each algorithm, to estimate the objective $R^2$ value of each solution, a sample of instances randomly selected from the whole data set is used. Note that $R^2$ as presented in Definition 6 captures the portion of the variance of the predictor variable explained by the selected observation variables. The ratio of the sample size over the total number of instances, called sample ratio, can be regarded as the noise level. The larger the sample ratio, the lower the noise level. The extreme case is that the sample ratio is 1, which means that the whole data set is used for fitness evaluation, and thus there is no noise. In the experiments, various sample ratios, i.e., various noise levels, will be used. For comparing the final solutions output by each algorithm, the whole data set is used for evaluation. In other words, we can obtain only a noisy objective function value in the optimization process, but for assessing the goodness of the final output solutions, the exact value is used.

To run the experiments, we use an identical configuration: a cluster of 6 machines, where each machine has 16 cores, running Spark 2.2.1. Python 2.7.14 is used for coding.

### A. Regular-scale Data Sets

We use 12 regular-scale data sets, as shown in Table I. The two data sets Cifar10 and Cifar100 are downloaded from https://www.cs.toronto.edu/~kriz/cifar.html. VOC2007 and VOC2012 are downloaded from http://host.robots.ox.ac.uk/pascal/VOC. Caltech256 and Caltech101 are downloaded from http://www.vision.caltech.edu/Image_Datasets. The other 6 data sets are downloaded from https://archive.ics.uci.edu/ml/datasets.html and https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/.

Note that some data sets are for classification, including both single-label and multi-label classification, but we use them for regression. For a multi-label classification data set with $L$ labels, the $L$ labels are assigned integers $1, 2, \ldots, L$, respectively. To use it for regression, we construct the target variable of each instance as the sum of the integers corresponding to its labels. Among the 12 data sets in Table I, VOC2007, VOC2012 and DeliciousMIL are multi-label classification data sets, each of which has 20 labels. Note that some image data sets, where each instance is an image, are stretched in the experiments. For VOC2007 and VOC2012, the size of each image is not fixed, and we uniformly scale each image such that the size is fixed to be $40 \times 40$, i.e., $40$ pixels in height and $40$ pixels in width. For Caltech256, the size of each image is scaled to $48 \times 48$. For Caltech101, the original size of each image is roughly $300 \times 200$, which is scaled to $48 \times 81$.

We set the budget $k = 8$. The number $m$ of reducers is set to $\{1, 2, \ldots, 10\}$. During the running of each algorithm on each data set, when evaluating the fitness of a solution, a random sample of 200 instances is used for estimation. Thus, the sample ratio, i.e., the noise level, is varied for different data sets, ranging from 0.27% on SVHN to 11.11% on sEMG. We summarize the results in Figure 1, showing the objective $R^2$ values of the solution output by each algorithm running on each data set for $m \in \{1, 2, \ldots, 10\}$. It can be seen that DPONSS almost always performs the best, except three losses, on SVHN with $m = 5$, VOC2012 with $m = 6$ and Caltech256 with $m = 1$. This observation thus verifies our theoretical analyses. In [33], it has been shown that DPOSS is better than RANDGREEDI in the noiseless environment. From Figure 1, we can see that the advantage of DPOSS over RANDGREEDI is kept in the noisy environment.

To examine how well DPONSS performs compared to the centralized PONSS algorithm, we calculate the approximation ratio of DPONSS over PONSS. For any $m = i \in \{2, 3, \ldots, 10\}$, the approximation ratio is computed as $f_i/f_1$, where $\forall i \in \{1, 2, \ldots, 10\}$. $f_i$ denotes the $R^2$ value of the solution output by DPONSS with $m = i$. Note that $f_1$ is just the $R^2$ value output by the centralized PONSS algorithm, because DPONSS with $m = 1$ is just PONSS. The approximation ratios are averaged overall all the 12 data sets, and plotted in Figure 2, showing that the average approximation ratio is at least 97.5% for any $m$, and can reach 100% for $m = 4, 5$. This implies that the performance of DPONSS is very close to that of the centralized PONSS algorithm. In other words, the distribution leads to little performance decrease. In fact, the distribution can even bring performance increase in some cases, e.g., $m = 6$ on the Cifar10 data set. This may be because local optima are just avoided by the distribution, i.e., the partition of the whole data set into $m$ blocks.

We also examine the running time speedup of DPONSS over the centralized PONSS algorithm. For any $m = i \in \{2, 3, \ldots, 10\}$, the speedup is computed as $t_1/t_i$, where $\forall i \in \{1, 2, \ldots, 10\}$. $t_i$ denotes the running time of DPONSS with $m = i$. Note that $t_1$ is just the running time of the centralized

<table>
<thead>
<tr>
<th>Data set</th>
<th>#inst</th>
<th>#eat</th>
</tr>
</thead>
<tbody>
<tr>
<td>sEMG</td>
<td>1,800</td>
<td>2,500</td>
</tr>
<tr>
<td>Cifar10</td>
<td>10,000</td>
<td>3,072</td>
</tr>
<tr>
<td>Cifar100</td>
<td>60,000</td>
<td>3,072</td>
</tr>
<tr>
<td>SVHN</td>
<td>73,257</td>
<td>3,072</td>
</tr>
<tr>
<td>VOC2007</td>
<td>4,952</td>
<td>4,800</td>
</tr>
<tr>
<td>VOC2012</td>
<td>11,540</td>
<td>4,800</td>
</tr>
<tr>
<td>gisette</td>
<td>7,000</td>
<td>5,000</td>
</tr>
<tr>
<td>GGO-Network</td>
<td>2,921</td>
<td>5,232</td>
</tr>
<tr>
<td>DS-Activities</td>
<td>9,120</td>
<td>5,625</td>
</tr>
<tr>
<td>Caltech256</td>
<td>30,607</td>
<td>6,912</td>
</tr>
<tr>
<td>DeliciousMIL</td>
<td>12,234</td>
<td>8,519</td>
</tr>
<tr>
<td>Caltech101</td>
<td>9,114</td>
<td>11,664</td>
</tr>
</tbody>
</table>
Approximation ratio  
Speedup  

<table>
<thead>
<tr>
<th>R</th>
<th>0.90</th>
<th>0.92</th>
<th>0.94</th>
<th>0.96</th>
<th>0.98</th>
<th>1.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.015</td>
<td>0.02</td>
<td>0.025</td>
<td>0.03</td>
<td>0.035</td>
<td>0.04</td>
<td>0.045</td>
</tr>
<tr>
<td>0.82</td>
<td>0.84</td>
<td>0.86</td>
<td>0.88</td>
<td>0.9</td>
<td>0.92</td>
<td>0.94</td>
</tr>
<tr>
<td>0.05</td>
<td>0.005</td>
<td>0.003</td>
<td>0.005</td>
<td>0.007</td>
<td>0.006</td>
<td>0.008</td>
</tr>
<tr>
<td>0.9955</td>
<td>0.003</td>
<td>0.004</td>
<td>0.005</td>
<td>0.006</td>
<td>0.007</td>
<td>0.008</td>
</tr>
<tr>
<td>0.01</td>
<td>0.015</td>
<td>0.02</td>
<td>0.025</td>
<td>0.03</td>
<td>0.035</td>
<td>0.04</td>
</tr>
<tr>
<td>0.01</td>
<td>0.015</td>
<td>0.02</td>
<td>0.025</td>
<td>0.03</td>
<td>0.035</td>
<td>0.04</td>
</tr>
</tbody>
</table>

Figure 1. The comparison between DPONSS, DPOSS and RANDGREEDI on 12 regular-scale data sets of sparse regression for $k = 8$ (The objective $R^2$: the larger, the better).

Figure 2. The approximation ratio of DPONSS over the centralized PONSS algorithm at each $m \in \{2, 3, \ldots, 10\}$, which is averaged over all the 12 regular-scale data sets of sparse regression.

Figure 3. The running time speedup of DPONSS over the centralized PONSS algorithm on the sEMG data set.

PONSS algorithm. PONSS uses $2ek^2n$ fitness evaluations in total. For DPONSS, PONSS first uses nearly $2ek^2 \cdot (n/m)$ fitness evaluations at each machine in parallel due to uniform partition, and then uses $2ek^2 \cdot (mk)$ fitness evaluations at one single machine. Thus, when $n/m$ is much larger than $mk$, the $2ek^2 \cdot (n/m)$ fitness evaluations will dominate the total running time of DPONSS, and linear speedup can be nearly achieved. For the 12 data sets in Table I, it is clear that $n/m$ is much larger than $mk$ for $m \in \{1, 2, \ldots, 10\}$. We plot the running time speedup of DPONSS on the sEMG data set in Figure 3, which is consistent with our analysis.

B. Large-scale Data Sets

We use 9 large-scale data sets, as shown in the first three columns of Table II. UMDFaces is an image data set, downloaded from https://www.umdfaces.io/. We scale the size of each image to $126 \times 126$. COCO2017 is a multi-label classification data set with 80 labels, downloaded from http://cocodataset.org/#download. ILSVRC2012 is downloaded from http://www.image-net.org/challenges/LSVRC/2012/. They are two image data sets, and the size of each image is scaled to $256 \times 256$. For the three regular-scale image data sets Caltech101, VOC2007 and VOC2012, we also stretch them to obtain the corresponding large-scale data sets, named as Caltech101-large, VOC2007-large and VOC2012-large, respectively. The size of each image for these three data sets is uniformly scaled to $266 \times 266, 312 \times 312$ and $450 \times 450$, respectively. Note that for Caltech101 with 9,114 instances, we delete the gray images, and thus, Caltech101-large contains only 8,733 instances. NYU is a multi-label classification data set with 894 labels, downloaded from https://cs.nyu.
The $R^2$ value (mean±std.) of the four compared algorithms, DPONSS, DPOSS, RANDGREEDi and DLS, on 9 large-scale data sets of sparse regression for $k = 8$. On each data set, the largest values are bolded. The count of direct win denotes the number of data sets on which DPONSS has a larger $R^2$ value than the corresponding algorithm (1 tie is counted as 0.5 win), where significant cells by the sign-test with confidence level 0.05 are bolded.

<table>
<thead>
<tr>
<th>Data set</th>
<th>#inst</th>
<th>#feat</th>
<th>DPONSS</th>
<th>DPOSS</th>
<th>RANDGREEDi</th>
<th>DLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>UMDFaces</td>
<td>391,861</td>
<td>47,628</td>
<td>0.0339±0.0017</td>
<td>0.0329±0.0017</td>
<td>0.0314±0.0025</td>
<td>0.0310±0.0020</td>
</tr>
<tr>
<td>COCO2017</td>
<td>5,000</td>
<td>196,608</td>
<td>0.0827±0.0087</td>
<td>0.0777±0.0081</td>
<td>0.0705±0.0049</td>
<td>0.0725±0.0105</td>
</tr>
<tr>
<td>ILSVRC2012</td>
<td>50,000</td>
<td>196,608</td>
<td>0.0246±0.0019</td>
<td>0.0222±0.0025</td>
<td>0.0232±0.0025</td>
<td>0.0227±0.0030</td>
</tr>
<tr>
<td>Caltech101-large</td>
<td>8,733</td>
<td>212,268</td>
<td>0.1237±0.0051</td>
<td>0.1204±0.0106</td>
<td>0.1071±0.0094</td>
<td>0.1069±0.0137</td>
</tr>
<tr>
<td>VOC2007-large</td>
<td>4,952</td>
<td>292,032</td>
<td>0.3050±0.0025</td>
<td>0.3000±0.0036</td>
<td>0.2626±0.0030</td>
<td>0.253±0.0025</td>
</tr>
<tr>
<td>VOC2012-large</td>
<td>11,540</td>
<td>607,500</td>
<td>0.0667±0.0014</td>
<td>0.0555±0.0009</td>
<td>0.0507±0.0111</td>
<td>0.055±0.0115</td>
</tr>
<tr>
<td>NYU</td>
<td>1,449</td>
<td>1,017,600</td>
<td>0.342±0.0090</td>
<td>0.271±0.0038</td>
<td>0.258±0.0031</td>
<td>0.239±0.0048</td>
</tr>
<tr>
<td>fgvc-aircraft</td>
<td>3,334</td>
<td>1,062,912</td>
<td>0.3518±0.0063</td>
<td>0.275±0.0073</td>
<td>0.241±0.0052</td>
<td>0.213±0.0067</td>
</tr>
<tr>
<td>SUN-od</td>
<td>5,061</td>
<td>1,080,000</td>
<td>0.0507±0.0126</td>
<td>0.0467±0.0098</td>
<td>0.0476±0.0131</td>
<td>0.039±0.0065</td>
</tr>
</tbody>
</table>

DPONSS: Count of direct win

| Average rank | 1 | 2.5 | 2.9 | 3.6 |

For the comparison on large-scale data sets, we also implement the distributed version of LS [30], called DLS, by applying the divide and conquer idea. The budget $k$ is also set to 8. We use different number of reducers for large-scale data sets. The larger the data set, the more the number $m$ of reducers. For the first five data sets in Table II, $m$ is set to 300; for VOC2012-large, $m = 600$; for the last three data sets, NYU, fgvc-aircraft and SUN-od, $m = 1,000$. As the number $m$ of reducers exceeds the total number 6 × 16 of cores, each core will carry out several reduce tasks sequentially. To estimate the fitness of a solution during the running of each algorithm, the sample ratios employed for the 9 large-scale data sets in Table II are 1%, 10%, 3%, 10%, 5%, 20%, 5% and 3%, respectively.

The results are summarized in Table II, showing that DPONSS always achieves the best performance. By the sign-test [8] with confidence level 0.05, DPONSS is significantly better than the other three algorithms. The rank of each algorithm on each data set is also computed as in [8], and averaged in the last row of Table II.

The sample ratio, i.e., the ratio of the sample size over the total number of instances, characterizes the noise level. We examine the influence of the sample ratio on the performance of DPONSS. Although the sample ratios for different data sets used in our experiments can be different, it requires to test the performance of DPONSS on the same data set with different sample ratios. On the COCO2017 data set, we vary the sample ratio from 8% to 16%. The results in Figure 4 show that DPONSS is always the best, implying that DPONSS can achieve good performance under different noise levels.

We then also examine the influence of the budget $k$. On COCO2017 with the sample ratio 8%, we vary $k$ from 6 to 20. The results in Figure 5 show that DPONSS keeps the best.

VI. CONCLUSION

This paper studies the problem of large-scale noisy subset selection. First, we analyze the performance of DPOSS, a state-of-the-art distributed algorithm based on multi-objective evolutionary optimization for large-scale subset selection, under noise. The derived approximation guarantees imply that the noise leads to a large performance decrease. Then, we propose the distributed algorithm DPONSS, which employs a noise-aware multi-objective evolutionary algorithm PONSS at each machine. We prove that DPONSS achieves significantly better approximation guarantees than DPOSS under noise. For the application of sparse regression, the performance of DPONSS
is empirically tested using Spark on real-world data sets, where the size ranges from thousands to millions. The results show the excellent performance of DPONSS. In the future, we will apply DPONSS to the data sets with size tens of millions, and also to more large-scale noisy applications of subset selection.
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